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Abstract

Terrain-aware Autonomous Ground Navigation in Unstructured Environments Informed by
Human Demonstrations

by Christian C. Ellis

Mobile robots equipped with the capability to perform autonomous waypoint navigation

can replace humans for applications such as humanitarian assistance, nuclear cleanup, re-

connaissance, and transportation. In such tasks, the robot must be able to perform complex

navigation behaviors, including the ability to navigate accurately and reliably over unstruc-

tured terrain while responding to unseen situations, similar to how a human would. To

successfully complete missions in unstructured natural environments, agents must (i) re-

spond to previously unseen environmental features, and (ii) be able to develop an accurate

perception representation of the current environment. This dissertation provides a solution

for each of the two aforementioned sub-problems using human teleoperated demonstrations.

Learning from demonstration has been shown to be advantageous for navigation tasks as it

allows for machine learning non-experts to quickly provide information needed for robots to

learn complex traversal behaviors.

First, I present a Bayesian methodology which quantifies uncertainty over the weights

of a linear reward function given a dataset of minimal human demonstrations to operate

safely in dynamic environments. This uncertainty is quantified and incorporated into a risk

averse set of weights used to generate cost maps for trajectory planning. This results in a

robot which follows risk averse trajectories by expressing uncertainty in the designed reward

function while considering all possible reward functions that satisfy the training environment

and human demonstrations.

Second, I present a methodology to obtain a perception subsystem for an autonomous
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ground vehicle by mapping a set of non-semantic classes from an unsupervised algorithm to

a set of high-level semantic classes using only unlabeled images and human demonstrations.

This enables the robot to obtain a unique fine-tuned set of abstract and semantic classes

which represent the current operational environment while avoiding time consuming and

expensive ground truth data labeling.

Lastly, I outline a framework which combines the two sub-problems, resulting in a

methodology which takes a data stream of unlabeled images as input, and provides as

output- (i) a refined perception representation, and (ii) a risk-averse reward function for

unstructured terrain aware navigation. This formulation enables engineers to drop a robot

in an environment it has never been in before, learn an appropriate perception representa-

tion, and learn the costs associated with the environmental terrains, using only unlabeled

data and a minimal set of human demonstrations.
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Chapter 1 Problem Statement

1.1 Overview

Mobile robots equipped with the capability to perform autonomous waypoint navigation can

replace or assist humans for applications such as humanitarian assistance, nuclear cleanup,

reconnaissance, and transportation. In such tasks, the robot must be able to perform com-

plex navigation behaviors, including the ability to navigate accurately and reliably over

unstructured terrain while responding to unseen situations, similar to how a human would.

To communicate desired robot behavior in both positive and negative environmental sce-

narios such as staying on the road while avoiding the mud, roboticists assign rewards (or

inversely, costs) which direct the robot toward states leading to the achievement of goals

while avoiding negative, potentially dangerous states [71]. In the context of unstructured

autonomous navigation, environmental features such as terrain and obstacle information are

used to define the set of possible states. States encode information about the environmental

features present for a particular area of physical space in time. The set of features which

describe states form what is known as a reward basis. A reward basis scopes what is and

is not possible for a robot to learn; if a robot’s features do not capture information about

the underlying terrain, it will not be able to reason over terrain. Therefore, to reach spec-

ified goals, states must encode information accurately using representative features which

describe the current environment. For robots that need to quickly transition between vary-

ing unstructured environments, defining rewards prior to understanding all future features

is often unachievable as either (i) the robot is unable to perceive the new feature, and/or (ii)

the numerical reward for each feature is unknown.

Moreover, to implement complex behaviors beyond obstacle avoidance, many current

approaches employ machine learning methods requiring large amounts of labeled data. While

1



2
simulations can quickly generate large amounts of labeled data, the same cannot be said for

real world environments, limiting adoption of mobile robots to complete the aforementioned

applications. Furthermore, solutions are often brittle, exhibiting poor performance when

operating outside of environments where they were designed or trained. Therefore, there is

a need for methods which can learn navigation behaviors from limited data while being able

to adapt to novel scenarios.

In such scenarios, it is more effective for a human supervisor to provide examples of de-

sired behavior than for a engineer to explicitly define it. Explicit encoding often leads to a

misalignment of what the human intended the robot’s goals to be, and the actual behavior

exhibited [68]. This results in negative side effects [4] such as the robot taking a danger-

ous trajectory to reach a goal or ruthlessly following directions without considerations of

how their actions affect other actors in the environment. Contrarily, inverse reinforcement

learning (IRL) [7] seeks to learn a reward function given a limited dataset of demonstra-

tions, which eliminates the need for an expert to hand code these rewards. However, the

performance of such approaches is limited to the states only visited in the demonstrations,

and their underlying feature set. Many IRL techniques make the unrealistic assumption that

reward information obtained during training accurately characterizes future operational envi-

ronments. Certain states and the features that describe states may have never been encoun-

tered, leading to uncertainty in their reward [33]. This presents a challenge for autonomous

navigation since it is desirable for a robotic system to be robust to operation in unknown,

possibly adversarial, environments which are likely to contain unforeseen conditions.

Therefore, this dissertation focuses on a ground robot’s ability to incorporate human

demonstrations as a supervisory signal to solve each respective preceding problem by (i)

obtaining a semantic perception model capable of classifying terrains present in the current

environment given a sequence of unlabeled images and (ii) using Bayesian inverse reinforce-
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ment learning to learn rewards associated with the terrains identified to build cost-maps

online for autonomous waypoint traversal.

1.2 Dissertation Scope

Recent approaches in image-based supervised perception algorithms have enabled autonomous

robots to semantically understand the current operational environment. However, such ap-

proaches are limited to a set of known semantic features and require expensive and time-

consuming labeled training data. Even in scenarios where the set of all semantic features

to complete a mission is known, the relative rewards and preferences among them which

result in the optimal navigation trajectory is unknown. If the predefined reward function

fails to capture all aspects of the agent’s operational environment, undesired behavior will

occur when the agent fails to optimize the true reward function and therefore express indif-

ference to potentially dangerous, unseen scenarios. More generally, current approaches to

autonomous navigation are limited to environments representative of the robot’s previous

experience and brittle to anything outside it.

If the robot is unable to recognize new environmental features, it will be unable to

respond to them. Consider a robot which has been optimized in a wooded, off-road environ-

ment described by a representative reward function. Once the robot is placed in a different

environment such as an urban area, the original reward function will fail to accurately de-

scribe the desired behavior due to the presence of new environmental features, leading to

potentially dangerous behavior. Therefore, in order to complete missions in unstructured

natural environments, agents must succeed at the following tasks:

1. Responding to previously unseen environmental features similar to how a human

supervisor would

2. Obtain an accurate perception representation of the current environment
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This dissertation provides a solution for each of the two aforementioned tasks using

human teleoperated demonstrations. Learning from demonstration has been shown to be

advantageous for navigation tasks as it allows for machine learning non-experts to quickly

provide information needed for robots to learn complex traversal behaviors.

With respect to task 1, I present a Bayesian technique which quantifies uncertainty over

the weights of a linear reward function given a dataset of minimal human demonstrations

to operate safely in dynamic environments. This uncertainty is quantified and incorporated

into a risk averse set of weights used to generate cost maps for trajectory planning. This

results in a robot which follows risk averse trajectories by expressing uncertainty in the

designed reward function by considering all possible parameterizations of a reward function

that satisfy the training environment and human demonstrations.

Regarding task 2, I first present a technique to obtain a perception subsystem for an

autonomous ground vehicle by mapping a set of non-semantic feature labels from an unsu-

pervised algorithm to a set of high-level semantic labels. This enables the robot to obtain

a unique fine-tuned set of abstract labels which represent the current operational environ-

ment while avoiding time-consuming and expensive ground truth data labeling. Then, the

resulting label set is used as the reward basis for inverse reinforcement learning.

Lastly, I outline an algorithm which combines the two tasks, resulting in a technique

which takes a data stream of unlabeled images and a set of human demonstrations as input,

and learns a reward function for unstructured terrain-aware navigation as output.

1.3 Research Timeline

Work completed during this dissertation has focused on three lines of related research, in

order from most effort to least; (i) Terrain-aware autonomous ground navigation in un-

structured environments informed by human demonstrations (this dissertation∗), (ii) Formal
∗Supported by ARL W911NF-19-2-0285.
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verification of autonomous ground vehicles learning from human demonstration†, and (iii)

Review of assurance, test, and evaluation techniques for autonomous ground systems.

(i) Initial work by Ellis et al [25] showed that the uncertainty over terrain features tra-

versed during demonstrations can be quantified through the normalized Shannon entropy of

a feature’s corresponding marginal distribution. This enabled an autonomous ground vehi-

cle to avoid terrains which were never seen during training. Recently submitted work [24],

addresses the limitations of quickly training robot perception systems by providing a method-

ology to learn environmental features using only unlabeled data and human demonstrations.

This capability allows non-technical users to quickly train new perception models which are

tailored to the current operational environment. Moreover, this methodology refines the

over-segmentation found in an initial unsupervised segmentation model by discarding poor

labels while simultaneously merging labels representing the same semantic concept. Lastly,

the results from [24] are used to form a reward basis that utilizes [25].

(ii) Recent work [20] with UT Austin collaborators resolved information asymmetry be-

tween a demonstrator who has full knowledge of the underlying environment and a learner

with limited information by modeling limited sensor range. Moreover, side information about

the environment provided by the human and given to the agent are encoded as temporal

logic constraints. Experiments performed in ARL’s unity simulator show that a learner finds

policies that achieve more cumulative reward when explicitly considering limited sensor ob-

servations and utilizing side information. In comparison to [25], this work seeks to obtain

safe systems by explicitly modeling unsafe states rather than assuming certain environmental

features are unsafe.

(iii) More broadly, [23] informs the autonomous systems community of the status, chal-

lenges, and remaining work regarding assurance of learning enabled autonomous systems.
†Supported by ARL W911NF-20-2-0132.
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We reviewed state of the art technical approaches to assurance and identified where they

fit in the systems engineering process. This work views autonomous system safety from a

broader, more philosophical lens- outlining the key issues that arise when attempting to

develop safe autonomous systems, and the current approaches to resolving such issues.



Chapter 2 Background Summary

2.1 Autonomy Stack

2.1.1 Overview

As previously mentioned the methods presented in this dissertation are intended for mobile

wheeled ground robots operating in unstructured environments. Unstructured refers to envi-

ronments which are off-road in nature, in contrast to clearly defined and marked roads often

traversed by passenger vehicles. Unstructured environments often contain a combination of

unmarked asphalt or concrete roads; loosely defined paths made of gravel, dirt, or grass; and

obstacles throughout such as large rocks, bushes, trees, and fallen trees. Due to their unpre-

dictable nature, resulting autonomous navigation systems often differ greatly than the ones

found today on passenger vehicles. Specifically, the sensors used, localization and mapping

techniques, obstacle detection subsystems, and planning techniques must accommodate the

unpredictable, and complex nature of such environments. For example, an autonomous sys-

tem operating only on highways in the USA can attempt to plan a set amount of time ahead

with structured cues to reason and act, such as by following and staying within the dotted

lines marking lanes on a highway. However, in unstructured environments the existence of

dotted lines marking lanes cannot be assumed.

To accommodate such environments the methods presented are deployed on rugged

robotic systems capable of autonomously traversing unstructured terrain. Specifically, the

methods presented are integrated into an existing autonomous software stack explicitly de-

signed for the same purpose. Resulting methods developed in subsequent chapters target

additions to particular subsystems of this software stack to increase overall performance and

capability to complete pre-defined missions. The autonomous software stack is capable of

running the same exact code on both real world mobile field robotics, and in a 3D graphics

7
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engine which simulates unstructured environments. The primary difference between simu-

lated and real world results is in quality of perceived inputs from sensors. Simulated results

often have perfect sensor readings, while in the real world they may be degraded due to

intrinsic issues with the sensor such as calibration, or external factors such as mud blocking

a sensor.

2.1.2 Example Levels of Autonomous Capability

As previously mentioned, the methods presented in this dissertation are integrated and de-

ployed within an existing software stack developed by the U.S Army Research Laboratory,

referred to as the ARL autonomy stack. The primary goal of this software stack is to provide

autonomous navigation and subsequent intelligence subsystems to enable navigation tasks

such as exploration, mapping, perception, and reasoning. As background, in this subsection

I describe the different levels of capability one often likes to achieve when performing au-

tonomous waypoint navigation. Please note that the levels of capability identified are brief

descriptions of common use cases for mobile wheeled ground robotics aimed at informing the

reader, and that there exists many other levels of capability as determined by the missions

one would like to perform.

At the lowest capability, a robot finds the shortest path to a goal location while avoiding

obstacles in the robots global frame, enabled by a simultaneous localization and mapping

(SLAM) system. Moving up a level of capability, a robot finds the best obstacle free path to

a goal location. This capability is possible by adding object detection subsystems enabled by

the robot’s camera and/or laser radar (LIDAR) sensors. In the final level of capability, the

robot keeps track of a semantic map of the world, the terrain, obstacles, and other features

of interest. The resulting semantic map(s) act as input to guide the robot to the specified

waypoint, while following certain mission constraints, such as staying on the road when it

is available, avoiding water, avoiding certain dangerous areas, certain elevations, etc. With
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respect to the methods presented in this dissertation, they target this level. That is, the

use of semantic information, alongside traditional SLAM to inform autonomous waypoint

navigation.

2.1.3 Robot Operating System (ROS)

Aforementioned capabilities are implemented using Robot Operating System

(ROS) [65]. Specifically, as of writing this dissertation, the system uses ROS 1.0 version

Melodic. ROS is a common choice in the academic community due to its open-source na-

ture containing several packages implementing common robotics subsystems and problems,

widespread adoption, and active community. Breifly, ROS is an open-source software frame-

work and middle-ware layer primarily written in C++ and Python3. Core functionality

packaged within ROS includes- message passing between multiple processes (referred to as

ROS nodes, or simply nodes) using TCP/IP and direct process to process communication,

heterogeneous computer clustering (many nodes running on multiple connected computers),

low-level hardware control and abstraction, package management, and build tools. Each

major ROS release targets a particular Ubuntu (UNIX) distribution, and as a result, ROS

1.0 runs on top of the Ubuntu operating system.
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2.2 Preliminaries

This section explains preliminary material and reviews related fields in which this disser-

tation’s scope and problem formulation occupy. First, preliminary concepts required to

understand the dissertation including machine learning (Sec. 2.2.1), and Markov decision

processes (Sec. 2.2.1) are explained. Then, a literature review of the following fields is

provided; learning from demonstration (LfD) (Sec. 2.3.1), Bayesian inverse reinforcement

learning (B-IRL) (Sec. 2.3.2), safe autonomy (Sec. 2.3.3), semantic segmentation (Sec.

2.4.1), unsupervised learning system adaptation (Sec. 2.4.2), and unsupervised visual rep-

resentation learning (Sec. 2.4.3). Fields are grouped together by their relation to each

respective sub-problem identified in the last sentence of the abstract, namely, (i) learning a

perception model to identify terrains present in the current environment alongside unlabeled

images and (ii) using Bayesian inverse reinforcement learning (IRL) to learn the traversal

rewards associated with the terrains identified to build cost-maps online for autonomous

waypoint traversal.

2.2.1 Machine Learning

In machine learning (ML), tasks are completed by training a model from data to perform

function approximation using a combination of mathematical optimization and statistical

techniques [12]. This results in computer programs which are able to complete a task without

constructing a set of exact solution instructions ahead of time. There are three main forms

of learning, including supervised, unsupervised, and reinforcement learning. In supervised

learning, each training sample from the dataset is associated with a set of features and a

corresponding label to train a model. For example, a neural network can be trained on a

dataset of images containing handwritten digits, where each sample’s corresponding label is
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0 through 9. In unsupervised learning, each training sample is only represented by a set of

extracted features, which are subsequently used to identify the underlying feature patterns

throughout the dataset. For example, clustering techniques divide a dataset into k distinct

groups, where all data points in a group are similar with respect to some distance measure.

Finally, in reinforcement learning, an autonomous agent learns the optimal way to act over

time via interaction with the environment, such as an autonomous robot learning how to

move its actuators and joints without hitting obstacles.

2.2.2 Markov Decision Process

An autonomous robot navigating in an environment is modeled using a Markov decision

process (MDP) [64], M , represented by the following tuple

M = hS,A, T, R, �i (2.1)

where S is a set of states, A is a set of actions, T is the state transition distribution over the

next state given the present state and action represented by T (st+1|st, a), R is the reward

function representing the numerical reward received by taking action a 2 A in state s 2 S

represented by R(s, a) : S ⇥ A ! R, and � 2 [0, 1) is the discount factor representing

the weight on future unseen rewards. The solution to an MDP is a policy ⇡(s) : S ! A,

determining the action a a robot will take in state s. The optimal policy for an MDP (⇡⇤)

maximizes the expected cumulative reward.
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2.3 Teaching Robots to Learn From Humans

This section describes how human demonstrations can be used to learn a reward model for

a MDP.

2.3.1 Learning from Demonstration

In reward learning, the goal is to obtain a unique reward function from human demonstration

that maps human provided trajectories through a state space to scalar rewards [37]. More

generally, autonomous agents learning solely from demonstrations to replicate behavior is

called imitation learning [61]. There are two distinct sub-fields within imitation learning,

behavioral cloning [10, 76] and IRL [57]. A robot learns a policy directly in behavioral

cloning, whereas a robot implementing IRL learns a reward function, which may then be

used to obtain a policy. Because of this extra step, it is typically more complex to obtain

a solution with IRL methods. The chosen approach is dependent upon the following - what

is the most parsimonious model description of the desired behavior, reward or policy? [61].

Behavioral cloning is sufficient for problems that can be solved by modeling a distribution

over demonstrated trajectories, where feature extraction is difficult and environments are

essentially static [58]. Problems which involve inferring expert intent or operating in a large

space of potential environments requiring generalization, such as navigation, may be solved

with IRL methods [86, 81].

IRL is an ill-posed problem [57] because many possible reward functions can character-

ize robot behavior. Attempts to identify effective solutions have led to several competing

methodologies. For a comprehensive survey, we refer the reader to the following references

[61, 8, 92, 6]. Nevertheless, previous work shows that learning from demonstration scales

to real robotic systems for both linear [67, 81], and non-linear problems [87]. Similarly,

deep learning approaches to IRL have been successful in the Atari [34] and MuJoCo envi-
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ronments [13]. Since this dissertation seeks to learn a representative reward function from

minimal demonstrations, a linear model is chosen instead of a non-linear deep learning ap-

proach.

2.3.2 Bayesian Inverse Reinforcement Learning

By taking the Bayesian viewpoint, a robot can quantifiably establish a belief over multi-

ple reward functions and evaluate their uncertainty. In contrast to maximum likelihood

approaches, Bayesian IRL methods provide an approach to reason about many different

reward functions. Each reward function is assigned a point probability from a posterior dis-

tribution. Pre-computing uncertainty also potentially allows a systems engineer to intervene

and directly specify or correct reward values relative to those learned from demonstrations

(e.g. to specify that grass is as good as dirt). Ramachandran and Amir [66] proposed

Bayesian IRL as a methodology to build a posterior density over reward functions given a

dataset of demonstrations. Choi and Kim [17] developed a framework subsuming previous

IRL methods and showed that the maximum a posteriori estimator is a better estimator

than the posterior mean proposed in [66]. This dissertation also takes the Bayesian view-

point to enable the robot to quantifiably establish a belief over multiple reward functions

and evaluate their uncertainty. In contrast to Refs. [66, 17], this dissertation’s methodology

differs by explicitly considering safety when learning from demonstration.

2.3.3 Safe Autonomy

The reward function obtained from demonstrations in a training environment may not be

well suited for guiding robot behavior in a new operational environment, leading to negative

side effects[4, 45]. Safe imitation learning seeks to obtain behavior that avoids negative side

effects [91, 52, 14]. Although these approaches explicitly consider safety, they do not directly

address changes in the environment (distributional shift). Lutjens et al. [49] obtained model
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uncertainty estimates to avoid novel obstacles from perception systems in the reinforcement

learning framework, but did not consider the imitation learning scenario. Janson et al.

[36] sought safe motion planning in unknown environments, but only considered obstacle

avoidance and not a preference over different terrains. Hadfield-Menell et al. [33] considered

safety to distributional shift, but do not explicitly consider learning from demonstration and

their weight selection technique changes at runtime. Menda et al. [52], use an ensemble of

neural networks to quantify the uncertainty of a non-expert policy obtained from an imitation

learning method. This dissertation differs in two ways, (i) we take a linear approach which

takes a set of semantic features as input and outputs a single reward function rather than a

policy (ii) we explicitly consider the agent to navigate in operational environments separate

than the training environment. Our intended use case is one in which training occurs from a

dataset of demonstrations in an environment that is likely to be different than the operational

environment. Consequently, this dissertation presents a method to obtain a single reward

model before operating in a new environment, both for traceability and to save time and

computational resources, when operating online in the deployment environment.

2.4 Robotic Perception

In order to assign rewards to environmental features, robots must first be able to develop

feature representations which describe what they are currently perceiving from their sensors.

The initial applications of scene understanding came predominantly from advances in image-

based semantic segmentation. Recent achievements have been aided by sub-fields including

unsupervised learning system adaptation, and unsupervised visual representation learning.

A concise review of each follows.
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2.4.1 Semantic Segmentation

Semantic segmentation [59, 90] is the task of identifying boundaries (segments) while si-

multaneously classifying every pixel in an image to a discrete label. Formally, a function

f : X ! Y maps the space of images, X, to a label space, Y , which consists of n semantic

classes. This function directly maps every pixel in an image to a single label in a set of labels.

State-of-the-art semantic segmentation approaches [9, 15, 29] are supervised in nature and

make use of deep neural network architectures. In practice, these advances have enabled

vision-based autonomous navigation, giving rise to fine-grained trajectory generation that

can reason about specific terrain or object classes [54, 83] and the uncertainty associated

with them [25, 74].

Although supervised semantic segmentation has produced high quality visual perception

output, approaches are limited by (i) the need for large datasets of images and their asso-

ciated ground truth labels, (ii) their inability to generalize well across domains (e.g., from

structured to unstructured environments [39, 82]), and (iii) their discrete class output that

does not allow for novel class discovery or open-world operation. Resolving such limitations

is a critical need for off-road autonomous navigation as limited a priori knowledge of the envi-

ronment is available. To address the shortcomings, unsupervised semantic segmentation [38,

16] has demonstrated the ability to learn without labels.

Stream-based unsupervised segmentation [89, 80] has focused on using temporal informa-

tion to segment video streams through time, making them ideal for online operation. This

enables novel concept discovery as encountered over time. Because these algorithms operate

in an online fashion without batch data for learning, they tend to be more conservative to

ensure segmented regions respect true class boundaries in the data stream. Often this results

in unsupervised segmentation output that is over-segmented, such that many segments map

to the same high-level ground truth label. The pipeline proposed in this dissertation (Sec. 4)
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utilizes a stream-based unsupervised segmentation algorithm and addresses the shortcoming

of over-segmentation, while automatically associating the learned segments with high-level

semantics that can be used for terrain-aware navigation.

2.4.2 Learning System Adaptation

Partly based on the realization that static learning systems limit real world applicability,

much research effort has been devoted to developing learning systems which can adapt to

new data and their associated output classes. Specifically, such systems must adapt without

the need for retraining the entire system, or using human effort to label new data. In

transfer learning [94], weights from a pre-trained model are used as the initial weights of a

model performing a different but similar task, whereas in incremental learning [48], an initial

trained model is tasked to adapt online to new incoming data without forgetting the existing

knowledge from previous data points in the stream. Similar work in domain adaptation [75]

extends a model trained in a source domain to execute tasks in a similar although different

target domain with a separate underlying data generation distribution. While the proposed

algorithm (Sec. 4.4) loosely fits in the category of methods discussed, the proposed approach

is distinct as we semantically classify (over-segment) the different terrain features seen in an

environment for a single task, without explicitly considering the target distribution.

2.4.3 Unsupervised Visual Representation Learning

Unsupervised representation learning [11] searches for an appropriate hierarchy of concepts,

or features, which explain a dataset using unlabeled data. Initial work [21] incorporates self-

supervision in the form of a pretext signal which relates parts of the unlabeled data spatially.

This relation is used as an intermediate supervisory signal aimed at increasing overall perfor-

mance [26]. Similar work incorporates linear transformations [30] or temporal [44] relations.

Although self-supervised visual representation learning achieves superior performance than
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their unsupervised counterparts, neural network architecture designs which minorly affect

supervised models may majorly affect performance of self-supervised models [42].

Most similar to this dissertation, weakly supervised representation learning approaches [93]

utilize sparse, incomplete labeling to learn a model. Distinctly, this dissertation utilizes hu-

man feedback as a weak supervisory signal to aid unsupervised visual representation learning.

Specifically, inexact supervision in the form of a human teleoperated robot navigation tra-

jectories with a single label at each time step representing which terrain the robot traversed

is used.



Chapter 3 Task 1 - Responding to Previously Unseen Environmen-

tal Features

3.1 Abstract

Traditional imitation learning provides a set of methods and algorithms to learn a reward

function or policy from expert demonstrations. Learning from demonstration has been shown

to be advantageous for navigation tasks as it allows for machine learning non-experts to

quickly provide information needed to learn complex traversal behaviors. However, a minimal

set of demonstrations is unlikely to capture all relevant information needed to achieve the

desired behavior in every possible future operational environment. Due to distributional shift

among environments, a robot may encounter features that were rarely or never observed

during training for which the appropriate reward value is uncertain, leading to undesired

outcomes. This chapter proposes a Bayesian technique which quantifies uncertainty over

the weights of a linear reward function given a dataset of minimal human demonstrations

to operate safely in novel environments. This uncertainty is quantified and incorporated

into a risk averse set of weights used to generate cost maps for planning. Experiments in a

3-D environment with a simulated robot show that our proposed algorithm enables a robot

to avoid dangerous terrain completely in two out of three test scenarios and accumulates a

lower amount of risk than related approaches in all scenarios without requiring any additional

demonstrations.

18
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3.2 Introduction

Figure 3.1: Simplified illustration to demonstrate the impact of distributional shift.
Left: Training environment. Middle: Test environment. Right: Planned trajecto-
ries in the testing environment for various learning methods.

Robot behavior can be described through a reward function which directs the robot toward

states leading to the achievement of goals and developer specifications [41]. This encoding

often focuses on goals defined during system design, implicitly expressing indifference to all

others, resulting in negative side effects [4] such as the robot traversing a harmful terrain or

crashing into an obstacle. Inverse reinforcement learning (IRL) [57, 1, 96] seeks to learn a

reward function given a dataset of demonstrations, which eliminates the need for an expert

to hand code these rewards. However, the performance of these approaches are sensitive

to the features seen in the demonstrations. Certain states and the features that describe

them may have never been encountered, leading to uncertainty in their reward [45, 33]. This

presents a challenge for autonomous navigation since it is desirable for a robotic system to

be robust to operation in unknown, possibly adversarial, environments which are likely to

contain unforeseen conditions.

As an example, consider an autonomous ground robot which learns to navigate in an

environment consisting of four types of terrain, including grass, dirt, road, and water (Fig.

3.1 middle). In the training environment (Fig. 3.1 left), none of the states contain the water
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feature, and subsequently neither do the demonstrations. Maximum likelihood approaches

such as [96] implicitly set the reward weight for water to their initialization value because

its feature count is zero. Since the demonstrations do not provide full reward information,

the robot fails to avoid water in the test environment (Fig. 3.1 right). Water may have been

avoided if different initial rewards were used, but this would not resolve the more general

problem of how to handle states possessing uncertain reward values. As a step toward solving

this problem, we propose a systematic approach which utilizes Bayesian analysis to quantify

uncertainty for each terrain’s reward weight. This approach allows the robot to achieve risk

averse behavior by avoiding terrain possessing high uncertainty (Fig. 3.1 right).

Previous imitation learning methods have provided a Bayesian framework to incorporate

prior information and obtain a unique reward function [66, 17]. Most similar to our work,

Hadfield-Menell et al. [33] provide a Bayesian technique, which explicitly considers safety

to distributional shift in environments. The difference between their methodology and ours

is the assumption of a Bayesian posterior. Specifically, they obtain a posterior over reward

functions given a proxy reward function and a world model, while we do not assume a proxy

reward function is given, but rather a dataset of demonstrations. This change in assumptions

allows developers to obtain a reward function which explicitly considers safety solely from

observed behavior. However, the main difference between Ref. [33] and our methodology

is in the reward function selection technique. The reward function obtained in Ref. [33]

changes at runtime, requiring planning with multiple reward functions online, whereas our

technique outputs a single reward function at the end of training. Online planning with a

single reward function reduces computational overhead, thereby increasing the capability to

scale to larger environments.

We build upon previous IRL work [81], which learned traversal behavior reward models

for autonomous navigation. This method assigns high rewards to state features visited more
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frequently during demonstration, implicitly assuming that high visitation frequency means

the state feature is better than those visited less frequently. Our inclusion of uncertainty

modifies this assumption such that if a state feature is visited less it is associated with more

uncertainty. We propose risk averse Bayesian reward learning (RABRL), as a method to

obtain a unique, risk averse linear reward function solely from a dataset of demonstrations for

autonomous waypoint navigation. The contributions are twofold, we provide a methodology

to quantify uncertainty over reward functions from a set of human demonstrations, and

provide a weight selection technique, which chooses a single weight set during training.

The remainder of the chapter is organized as follows. Section 3.3 presents our method-

ology showing how a posterior over reward functions is used to obtain a unique set of risk

averse weights. Section 3.4 describes experimental setup and results obtained from an au-

tonomous ground robot navigating in a 3-D simulation. Section 3.5 concludes with areas

this research can impact.

3.3 Methodology

An outline of the methodology follows. Section 3.3.1 formally models the problem as an

MDP without rewards. Section 3.3.2 formulates the problem. Section 3.3.3 explains how the

likelihood of a demonstrator’s reward intent over terrains is modeled. Section 3.3.4 describes

two distributions to encode prior reward information. Finally, section 3.3.5 describes our

methodology to select the reward weights for each feature.

3.3.1 Environment and Robot Modeling

Recall from Sec. 2.2.2 that an autonomous robot navigating in an environment is modeled

using a Markov Decision Process (MDP), M , represented by the following tuple

M = hS,A, T, R, �i (3.1)
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where S is a set of states, A is a set of actions, T is the state transition distribution over the

next state given the present state and action represented by T (st+1|st, a), R is the reward

function representing the numerical reward received by taking action a 2 A in state s 2 S

represented by R(s, a) : S ⇥ A ! R, and � 2 [0, 1) is the discount factor representing

the weight on future unseen rewards. The solution to an MDP is a policy ⇡(s) : S ! A,

determining the action a a robot will take in state s. The optimal policy for an MDP (⇡⇤)

maximizes the expected cumulative reward.

Scenarios where the agent finds itself in an unknown environment are modeled by omitting

R in Eq. (3.1).

M\R = hS,A, T,�, �i (3.2)

In the reinforcement learning framework, a reward function is considered to be the most

succinct, robust, and transferable definition of a task [57]. To learn a reward function, an

agent is supplied demonstrations in the form of trajectories that depict the desired behavior.

For a navigation task, the cumulative reward associated with a trajectory demonstration can

be found through its state sequence ⇠ = [s1, s2, ..., sT ], where T is the number of time steps.

Although we only consider reward functions that are a function of state R(st), one may

also wish to consider reward functions that are a function of the state and action R(st, at)

or reward functions that are a function of the state, action, and next state R(st, at, s0t).

This modeling choice depends on the goals and preferences the system designer desires the

agent to learn [72]. Formally, this is an example of a reward design problem [71], where the

true reward function is unobservable, but possible reward functions are assessed by a fitness

function given a distribution of environments the agent may find itself in. The behavior

of an agent operating in M\R is summarized as a probability distribution over trajectories

given a vector of reward weights P (⇠|ŵ) and is referred to as a robot model. For a list of

robot models incorporating human feedback, we refer the reader to [37].
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3.3.2 Problem Formulation

We seek a posterior over the weights describing a reward function,

P (w = ŵ|D) =
P (D|ŵ)P (ŵ)

P (D)
(3.3)

where w is a random vector describing the weights of a reward function, ŵ is an esti-

mator of w, D is a dataset of demonstrations (navigation trajectories) such that D =

{(⇠i), (⇠i+1), . . . , (⇠n)}ni=1. We consider reward functions as a function of trajectory states

expressed as a linear combination between estimated weights ŵ and features �(s) represent-

ing a state such that � : S ! RD, where D indicates the dimension of the feature space.

R(s) = ŵ
T
�(s) (3.4)

The total reward for a trajectory is the sum of its state rewards.

R(⇠) =
X

si2⇠

ŵ
T
�(si) (3.5)

We define the reward space R as a discrete set of fixed weight vectors, which parameterize

a reward function. The discrete set W contains all possible values for a single element in

the weight vector. The number of possible weight vectors is therefore represented by the

cardinality of W raised to the dimension of the feature space, |R| = |W|
D. The reward

space R should contain values representative of the number of features and their scaled

differences. At a minimum, |W| should be equal to D, so that each feature may be assigned

a distinct value, representing the preference over features. However, to enable a reward

model to consider the scaled reward difference, such as “water is 10 times worse than grass,”
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a larger or non uniformly spaced set of values can be specified to capture such preference.

The training time of the model increases as |R| and |S| increase, so it is important to

choose a value of |R| relative to the complexity of the domain. The posterior is computed

at |R| discrete points to obtain a nominal probability for each point. These nominal points

are subsequently divided by their marginal probability producing a valid discrete posterior

distribution.

Alternatively, with the use of Markov Chain Monte Carlo [5], a continuous posterior

over reward functions can be obtained, allowing one to model an infinite number of reward

functions. However, this requires numerically approximating integrals, adding computational

complexity during training. Furthermore, in the context of our weight selection technique

(Section 3.3.5), a continuous posterior would require using differential entropy, which is

difficult to interpret [53]. Due to these limitations and the performance achieved with a

small number of reward functions (Section 3.4.3), we chose the discretization approach.

3.3.3 Likelihood Modeling

The likelihood of a demonstrator assuming independent and identically distributed trajec-

tories is defined as the product of the individual trajectories.

P (D|ŵ) = P (⇠1|ŵ)⇥ P (⇠2|ŵ)⇥ ...⇥ P (⇠n|ŵ)

=
Y

⇠i2D

P (⇠i|ŵ)
(3.6)

More specifically, we model the demonstrator using the maximum entropy IRL distribution

[96].

P (D|ŵ) /
Y

⇠i2D

exp (�ŵTE[�(⇠i)|⇠i ⇠ P (⇠i|ŵ)]) (3.7)
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where � 2 [0, 1] represents the level of confidence in a demonstrator. � = 0 indicates low

confidence, such as random behavior from a demonstrator, while � = 1 indicates optimal

behavior with respect to the reward preference over features. The expected feature count is

high when a trajectory ⇠i obtains high rewards for a given robot model P (⇠|ŵ) relative to

all other trajectories and vice versa, as represented by the dot product between weights and

the expected feature count. Therefore, an increase in the reward increases a weight vector’s

desirability, quantifying a preference over features with respect to D.

The feature expectation of all demonstrated trajectories is:

E[�(⇠)] =
X

⇠i2⇠

P (⇠i|ŵ)�(⇠i) (3.8)

Where ⇠ represents the set of all possible trajectories that can be taken in the MDP.

Although several candidate robot models may be suitable [37], we use maximum entropy

IRL [96], which also contains an algorithm to compute Eq. (3.8).

P (⇠|ŵ) =
exp(ŵT

�(⇠))

Z(⇠)
(3.9)

Calculating the feature expectation directly is infeasible because it requires an agent to

consider all possible trajectories in the MDP, as captured in the normalization constant

Z(⇠). However, this can be approximated by using either the forward backward algorithm

or value iteration [95].

3.3.4 Prior Modeling

There are multiple ways to incorporate prior information about reward weights, P (ŵ). For

our work, we chose a modified uniform prior as an uninformative prior, and a Dirichlet prior

as an informative prior.
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If a demonstrator does not prefer any one weight paramaterization, a uniform prior may

be used. However, if a reward function has all the same weights for each feature, any set of

demonstrations appear Boltzmann optimal [57]. Therefore, we use a modified version of the

discrete uniform prior, where all weight sets have equal probability unless all its weights are

the same, in which case its probability is zero.

P (ŵ) =

8
>><

>>:

0 if, ŵ1 = ŵ2 = ... = ŵn

1
|R|�|W| otherwise

(3.10)

Each element in the weight vector ŵ above takes a value from the discrete set W .

In some cases, a preference over terrains is known a priori, and therefore can be captured

by a Dirichlet prior, a continuous multivariate generalization of the beta distribution

P (ŵ) =
1

Beta(↵)

DY

i=1

ŵ
↵i�1
i 8i, 1 < ↵i (3.11)

such that ↵ 2 RD
+ where each ↵i represents our preference over a corresponding feature weight

wi. The higher the ↵i, the more density the component possesses. That is, a large value of

↵i, corresponds to preference over all other components j for which ↵i > ↵j is true. The

Dirichlet distribution is subject to the constraint
P|W|

i=1 wi = 1. To satisfy this constraint, a

softmax function is applied to the current weight vector, producing normalized weights.

ŵi  
exp(ŵi)P|W|
j=1 exp(ŵj)

(3.12)

In the Dirichlet prior, ŵ is assumed to be continuous, while in Sec. (3.3.1) we have defined

it to be discrete. However, a proper prior is obtained as a result of applying Eq. (3.12) to a

given weight vector before obtaining the result in Eq. (3.11).
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3.3.5 Planning Risk Averse Behavior

A Bayesian posterior is obtained by evaluating Eq. (3.3) for |R| different reward vectors. A

point evaluation is obtained by multiplying the likelihood (Eq. (3.7)) and a prior (Eq. (3.11))

or (Eq. (3.10)) for each reward function in R. Then, a normalization constant is computed by

taking the sum of the point products. The system designer can then quantify uncertainty over

ŵ. Uncertainty is expressed as the normalized Shannon entropy of the marginal probability

distribution of each feature weight ŵi 2 ŵ. The marginal probability is calculated by holding

the weight being marginalized constant and summing over all possible values of the other

n� 1 variates.

pwi(k) =
X

8ŵj2ŵ|ŵj 6=ŵi, ŵj2|W|

P (w1, . . . , wi = k, . . . , wn) (3.13)

Uncertainty is defined according to each individual feature, since each corresponds to a

distinct semantic meaning. The overall uncertainty of each marginal distribution is quantified

by the normalized Shannon entropy

H(wi) = �

P|R|
k=1 pwi(wk) log2 pwi(wk)

log2 |R|
(3.14)

yielding a value in the interval [0, 1]. An entropy of 0 indicates certainty in the weight’s

value, and a value of 1 represents maximum uncertainty, the uniform distribution. Weights

are then chosen by their respective uncertainty using a specified level of acceptable risk, ✏,

where smaller values of ✏ indicate greater risk acceptance. When the entropy is greater than

or equal to the threshold, H(wi) � 1� ✏, the lowest reward weight is chosen. Otherwise, if

H(wi) < 1� ✏, the expected value E[wi] of the marginal distribution is chosen as the reward

weight.

The weights of the linear reward function are then used to produce a costmap for a
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navigation planning algorithm. Costmap generation is a simple dot product between the

reward weight vector and the environment feature maps (discussed in Section 3.4.2). To

assess model performance, we express risk as the percentage of time the robot traversed a

potentially dangerous terrain, �, throughout its trajectory,

Risk(⇠) =
X

si2⇠

�si

|⇠|
(3.15)

where |⇠| represents the length of the trajectory and �si is an indicator function returning 1

when �(si) contains the dangerous feature � and 0 otherwise. Assuming the unseen terrain’s

true reward is low or even negative, lower risk values should be correlated with the robot’s

safety.

Since risk alone is not a sufficient metric, we assess the overall performance as the tradeoff

between risk and path length because longer paths tend to correspond with increased energy

use and time to complete a mission.
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3.4 Evaluation

This section evaluates RABRL in a 3-D simulated environment for an autonomous navigation

task using a ground robot equipped with virtual sensors.

3.4.1 Experiment Overview

Figure 3.2: Birds-eye view of test scenarios in the simulated environment. Terrain
colors are as follows: green corresponds to grass, brown to mud, and gray to asphalt.

All experiments were performed in a simulated 3-D Unity environment that represents a

semi-structured village containing three terrain types describing our features, �, namely

grass, asphalt and mud, as well as several obstacles, including buildings, trees, and vehicles.

Fig. 3.2 provides a birds-eye view of the three terrain types and buildings in the environment.

This simulated environment possesses greater complexity than the toy illustration shown in
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Fig. 3.1, including: (i) noisy demonstrations due to imperfect perception and mapping, and

(ii) the requirement to plan kinematically feasible trajectories.

To facilitate objective comparison, each reward model learning approach was trained

with the same set of demonstrations, which were collected by having a human teleoperate

the robot in an area of the simulated environment. When collecting these trajectories,

the demonstrator stayed almost entirely on asphalt, in an attempt to show the robot their

preference for driving on roads instead of grass. To showcase how the approaches handle

learning from training data that lacks a full representation of the operating environment,

demonstrations were collected in an area where no mud was present, thereby setting � to

correspond to the mud feature. This methodology encompasses a number of real-world

situations, including applications where training data cannot be collected in the precise

operational environment or where there is significant time lapse or adverse weather conditions

that cause an environment to change relative to the time at which training data was collected.

Three different reward models were trained, including (i) RABRL with a uninformed

uniform prior, (ii) RABRL with an informed Dirichlet prior, and (iii) Maximum Entropy

IRL [81], which serves as a baseline towards learning semantic terrain rewards from human

demonstrations, since both approaches use Maximum Entropy as a robot model. Although

the risk aversion idea from Hadfield-Menell et al. [33] motivated this work, the methodology

described there seeks to resolve a given misspecified, partially defined reward function. As

mentioned previously, RABRL seeks to learn a reward function solely from a dataset of

demonstrations without ever being given a partially defined reward function, and is therefore

difficult to compare directly.

We compare performance of each method on the three test scenarios shown in Fig. 3.2.

To enable statistical analysis, including hypothesis testing, the robot started at the same

location for each combination of test scenario and reward model, navigating to the same
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goal waypoint. Moreover, each combination of test scenario and reward model was run five

times to account for stochasticity from imperfect mapping. The percentage of the time the

robot went into the mud was calculated for each trajectory with Eq. (3.15). Evaluation

metrics are averaged across the five trial results.

3.4.2 Robotic Autonomy Stack

Figure 3.3: Simulated environment with Clearpath warthog running ROS equipped
with an array of virtual sensors.

A Clearpath Warthog equipped with an array of sensors including a 3D LiDAR, IMU, and

two monocular cameras (Fig. 3.3) was deployed for the simulations. The robot possesses a

full autonomy stack (Section 2.1) consisting of three main subsystems, namely mapping, per-

ception, and planning. We briefly describe these subsystems, discussing how our contribution

to risk-averse costmap generation interfaces with each of these subsystems.

The mapping subsystem is based on OmniMapper [77] and provides the necessary local-

ization for autonomous navigation. The map from this subsystem represents a costmap layer

for obstacle avoidance used by the planning subsystem. The risk-averse costmap acts as a
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second layer that provides terrain-awareness to the planning system, enhancing the overall

navigation of the robot.

The perception subsystem includes semantic segmentation∗ of camera images for an on-

tology of terrain and object classes such as grass, asphalt, and building. As images are

segmented, the semantic label of each pixel is used to accumulate evidence for binary occu-

pancy terrain grids, which represent the semantic features, �, used for reward model learning

and risk-averse costmap generation.

As previously mentioned, the planning subsystem uses costmap layers generated from

mapping and our IRL algorithm to plan paths during navigation. Specifically, costmaps

serve as input to a global planner to search for the lowest-cost trajectory between the robot’s

location and a specified goal waypoint. In our system, global planning is computed with the

Search-Based Planning Library [46] to find a kinematically achievable plan by searching

combinations of motion primitives.

3.4.3 Results

The dataset of demonstrations was used to train three different reward models. If the robot

were to operate fully online, imperfections from all other subsystems (perception, SLAM,

mapping, and planning) would propagate. Therefore, to best capture the performance of the

proposed methodology, a robot collects a map of its environment a priori and then builds a

costmap with respect to the learned reward weights. However, the reward function obtained

from RABRL could be used to produce costmaps in an online setting.

For both of the RABRL reward models, Model (i) and (ii), a multivariate posterior was

obtained from Eq. (3.3). The confidence parameter was set to � = 0.3 to indicate relatively
∗For the experiments reported, we use the ground truth semantic segmentation produced by the simula-

tion.
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low confidence in the optimality of the demonstrator and ✏ = 0.01 was used, resulting in a

threshold of 1� 0.01 = 0.99, indicating a relatively high tolerance to uncertainty.

The reward weight associated with a terrain was allowed to take on a value from the

set W = {�2, ..., 1}. yielding a reward space of 64 possible reward functions, since |W|
D =

43 = 64. This domain allowed each feature to be assigned a distinct value and also enabled

a modest amount of reward scaling, since |W| was one larger than D. For the maximum

entropy reward model, training was performed according to the reward model outlined in [81].

Table 3.1: Marginal Entropy

Reward Model Entropy - H(wi)

H(wgrass) H(wmud) H(wasphalt)

(i) RABRL Unifrom 0.974 0.981 4.366 ⇤ 10�14

(ii) RABRL Dirichlet 0.759 0.797 2.781 ⇤ 10�15

Table 3.1 shows the normalized Shannon entropy, as evaluated by Eq. (3.14), of each

marginal distribution obtained from Eq. (3.13) for each terrain. Table 3.1 indicates that the

normalized marginal entropy for mud was highest in both models, while the grass was second

highest because the human demonstrations attempted to avoid grass. However, both models

are virtually certain of the preference for asphalt, as indicated by an entropy level close to

zero. Moreover, the entropy of Model (i) was higher because it employed an uninformed

prior, whereas an informed prior, such as the Dirichlet prior in Model (ii), exhibited less

uncertainty over the reward weights for each terrain. If the risk acceptance parameter ✏

was larger, resulting in less tolerance for risk, the respective reward weights would change.

Specifically ✏ = 0.05 results in weights of �2 for both grass and mud in the uniform model,

thereby exemplifying the importance of an informed prior.
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Table 3.2: Feature Weight Vectors

Reward Model Feature Weight
wgrass wmud wasphalt

(i) RABRL w/Uniform -0.258 -0.687 1.000
(ii) RABRL w/Dirichlet -0.687 -1.253 1.000
(iii) Maximum Entropy IRL -0.304 0.000 0.567

Table 3.2 shows the estimated reward weight vector ŵ = hgrass,mud, asphalti corre-

sponding to the terrain features, which was determined with the weight selection technique

described in Section 3.3.5. Model (iii) implicitly assigns the mud a reward weight of zero,

thereby indicating a preference for mud over grass. Since mud was never encountered during

training, its gradient during maximum likelihood optimization is always zero. Conversely,

Models (i) and (ii) prefer every other terrain more than mud due to its high uncertainty.

Table 3.3: Total Average Risk Taken

Reward Model Total Risk
T1 T2 T3

(i) RABRL w/Uniform 0.2090 0.0000 0.0000
(ii) RABRL w/Dirichlet 0.0617 0.0000 0.0000
(iii) Maximum Entropy IRL 0.3120 0.1724 0.8992

Table 3.3 shows the average risk, which was computed by averaging the values computed

with Eq. (3.15) from the five runs for each combination of test scenario and reward model.

Table 3.3 indicates that the proposed method, RABRL, achieved lower risk in each test

scenario and, in scenarios T2 and T3, the robot found a path to traverse which avoided
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mud entirely. Moreover, Table 3.3 shows that, in T1, the informed Dirichlet prior (Model

(ii)) accumulated approximately one third of the risk of Uniform prior (Model (i)) and one

approximately one fifth of the risk of Maximum Entropy IRL (Model (iii)). Furthermore,

while the informed prior took less risk than its uninformative counterpart, scenarios T2 and

T3 show that it is also possible to avoid side effects with uninformative priors.

Figure 3.4: Trajectory for Test Scenario 2 (T2) generated using two reward models
with waypoint region (blue circle).Top: (i) RABRL w/ Uniform Bottom: (iii)
MaxEnt IRL

To further clarify the observations made in Table 3.3, Fig. 3.4 shows a birds eye view

of the trajectories taken by Models (i) and (iii) in T2. Model (iii) took a shorter path

traversing mud, while Model (i) took a longer path and never traversed mud. Therefore,

in certain scenarios RABRL was able to avoid negative side effects, which occur due to

distributional shift in environmental terrain.
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Table 3.4: Average Path Length

Reward Model Test Scenario
T1 T2 T3

(i) RABRL w/Uniform 335.8 436.0 454.6
(ii) RABRL w/Dirichlet 343.4 431.0 492.6
(iii) Maximum Entropy IRL 327.0 267.2 465.0

Table 3.4 shows the average path length computed with the five runs on each combination

of test scenario and reward model. Table 3.4 indicates that Model (iii) took the shortest

path in Test Scenarios T1 and T2. However, the path lengths of Models (i) and (ii) were

competitive with Model (iii) in T1 and T2 took substantially more risk as noted in Fig. 3.4.

Thus, in some scenarios, RABRL is able to substantially lower or eliminate risk while pre-

serving a low path length. Moreover, in T3 Model (i) outperformed Model (iii) with respect

to both total average risk and path length.

Fig. 3.5 shows a scatter plot of the tradeoff between normalized risk (Eq. (3.15)) and

path length, include all five runs for each combination of test scenario and reward model. To

rigorously illustrate that RABRL reduced risk substantially, we performed a two means test

on the risk taken for pairs of models. For example, a two-tailed test with a null hypothesis of

equal risk in Models (ii) and (iii) was rejected in all three scenarios at the 99.95% confidence

level with p-values of 3.046034⇥ 10�8, 0.000449, and 1.122941⇥ 10�7 respectively, strongly

favoring RABRL. Furthermore, we performed a two means test on the path lengths for pairs

of models. In some cases, Model (iii) performed best, but in others the results were equivocal.

Specifically, a two-tailed test with a null hypothesis of equal path lengths in Models (ii) and

(iii) produced p-values of 0.247475, 1.334867 ⇥ 10�5, and 0.227629 for the three scenarios,

suggesting that the null hypothesis of equal path length could not be rejected at the 90% or



37

Figure 3.5: Tradeoff between risk and path length.

even 80% confidence level in Scenarios T1 and T3. Thus, while RABRL took a longer path

to avoid mud in T2 as was shown in Fig. 3.4, the lower risk taken by RABRL demonstrated

very strong statistical significance without a significant increase in path length in two of

three scenarios.

3.5 Conclusion

This chapter proposed a Bayesian technique to express the uncertainty over the semantic

terrain reward weights of a linear reward function obtained from a dataset of human demon-

strations. With the use of normalized Shannon Entropy, the relative uncertainty over reward

weights can be learned by considering a small space of reward functions. Experiments per-

formed in a simulated 3D environment showed that a robot may leverage its uncertainty over



38
semantic terrains to choose a trajectory with less risk. However, this may require longer tra-

jectories in some scenarios. Our proposed methodology, RABRL, enables an agent to avoid

potentially dangerous terrain, while operating in an altered training environment.

The proposed technique is a member of the growing class of imitation learning techniques,

which explicitly seek to avoid negative side effects that occur as a result of distributional

shift of operational environments. Safe semi- or unstructured ground autonomy is likely

to contain terrain scenarios never encountered during training. Rather than undertake the

infeasible task of attempting to capture such training data, a proactive approach to quan-

tify uncertainty will identify gaps in training data and adapt behavior appropriately. By

resolving ambiguities, implicit biases, and misspecifications in reward models obtained from

human demonstrations, robots will be able to make more informed decisions, leading to safer

behavior relative to their predecessors.



Chapter 4 Task 2 - Learning an Accurate Perception Representa-

tion of the Current Environment

4.1 Definitions

Definitions of commonly occurring terms in the chapter that follows is provided below.

Perception System - A subsystem within an autonomous system which takes in raw sensor

data as input, and outputs data products representing the overall understanding of the

current state of the world. This system often performs scene understanding tasks such as

object recognition and semantic segmentation.

Semantic - A noun that has a specific meaning. Such as the underlying terrains and objects

present in the robot’s operational environment.

Segment - A particular area/region of adjacent pixels within an image; normally all pixels

in a segment capture the same characteristic; does not signify semantic meaning on its own.

Semantic Segment - A segment drawn around a specific semantic. Such as a shape drawn

around all of the pixels in the image for a particular object or ground terrain.

Representation - A set of vectors capturing the feature basis for a sequence of images.

Each vector contains the same number of dimensions and is referred to as a "feature vector".

Label (unsupervised learning) - A label gives clusters a name so they can be referenced.

Although each label is a "semantic label" in the context of semantic segmentation, each label

likely does not have a clear semantic meaning in unsupervised learning.

Terrain Projection System - A subsystem which consumes labeled segmented images as

input, and produces a set of one-hot occupancy grid maps as output. This is done via a

pinhole camera model which projects pixels of an image to the robot’s ground plane with

respect to the robot’s current pose.

Traversal Evidence - Numerical feature counts, counting the number of times each label is

39
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traversed (driven) over during a robot’s trajectory. This is obtained by imposing the robot’s

trajectory over its global map and counting grid cells in the occupancy grid maps which

intersect with the robot’s trajectory.

4.2 Abstract

Rapid progress has been made in terrain-aware autonomous ground navigation, in part due to

advances in visual perception, specifically supervised semantic segmentation. However, such

approaches require expensive data collection and time-consuming ground truth labeling to

train deep learning architectures. Moreover, some applications may require the autonomous

vehicle to navigate in unseen, unstructured environments with competing ground terrains,

of which no labeled dataset exists. To circumvent the need to perform dense pixel-wise

labeling in a new environment for supervised learning, we consider how to leverage hu-

man demonstrations and unsupervised learning to quickly deploy a perception system for

terrain-aware navigation. Specifically, this paper introduces a technique that uses minimal

demonstration evidence as a weak supervisory signal to refine and align learned abstract

concepts from unsupervised semantic segmentation to fine-grained terrain semantics. The

presented methodology alleviates over-segmentation produced by the unsupervised approach

and yields a refined feature representation which maps to the set of semantic classes found

in the operating environment. We demonstrate the applicability of the methodology using

both an over-segmentation simulator utilizing a 3D graphics engine, and the RUGD dataset,

in which an initial over-segmented unsupervised semantic segmentation model is refined

to learn a more accurate representation of the underlying environment, thereby enabling

terrain-aware autonomous navigation.
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4.3 Introduction

Figure 4.1: A visual representation of the proposed algorithm. Left: Sequence of
steps to obtain an initial unsupervised semantic segmentation model which over-
segments. Right: Sequence of steps which use human demonstrations as a weak
supervisory signal to provide evidence for abstract label refinement and mapping
to semantic labels.

Safety is critical if autonomous navigation is going to be adopted for mainstream use. In

structured settings such as urban city navigation, the awareness of lane markings, pedestri-

ans, and street signs are some examples of the context needed for an autonomous vehicle

to make safe navigation decisions. Recent advances in autonomous vehicle perception [78],

specifically supervised semantic segmentation [29, 43], provide fine-grained context of the en-

vironment by classifying each pixel in an image using a discrete class set. These supervised

approaches achieve high performance when they are trained with large labeled datasets [27,

32].

However, application spaces such as humanitarian assistance and disaster relief [55, 56],

require operation in semi-structured or unstructured environments. In these domains, au-

tonomous vehicle safety is highly dependent on the capability to robustly traverse complex

terrain. Unfortunately, existing datasets representing structured environments lack the ter-

rain diversity seen in unstructured settings. Although some datasets have recently emerged
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that represent off-road environments with more terrain diversity and natural environmen-

tal constraints [82, 39], supervised semantic segmentation approaches will always be limited

by the availability of such datasets and the ground truth labels associated with them. For

application spaces with extreme uncertainty in environment conditions where all possible

future semantics are not known a pirori, supervised perception systems may not adequately

provide the context needed for safe navigation.

In contrast, unsupervised semantic segmentation approaches learn semantic concept rep-

resentations from unlabeled data. Without a supervisory signal, the unsupervised algorithm

must determine the appropriate granularity of segmentation. To lessen this challenge, some

approaches [38, 16] assume the number of classes within the data is known a priori to provide

a weak signal during the learning stage. With this information, the approaches can take a

large batch of unlabeled data and identify the underlying class representations. However, in

scenarios where an autonomous vehicle is required to act in an unseen environment without

sufficient time to collect (much less label) large domain-specific datasets, it is beneficial to

have the capability of both (i) identifying an appropriate number of discrete semantic classes

while also (ii) learning a representation of the current operational environment offline with

a small amount of unlabeled data to avoid the risk of total mission failure.

Stream-based unsupervised semantic segmentation approaches [88, 80] have the ability

to process data in an online fashion without making any underlying assumptions about the

number of concepts that will be present in the environment. This makes them ideal for

online operation under an open-world paradigm [62], i.e., where novel concepts not repre-

sented by the perception system can be encountered at any time during operation. However,

such approaches have not been deployed to support visual perception for autonomous nav-

igation because they often produce under or over-segmented representations relative to the

goals of the perception system as no supervisory signal is present. As illustrated in fig-
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Figure 4.2: Segmentation at different levels of granularity. Column 1 - raw im-
age; column 2 - example of under-segmentation; column 3 - example of perfect
segmentation; column 4 - example of over-segmentation.

ure 4.2, under-segmented representations fail to identify all semantic concepts (column 2),

while over-segmented representations obtain more labels then there are semantic concepts

(column 4). Furthermore, the desired level of segmentation is dependent on the context of

the mission’s one would like to complete. Under-segmented representations do not contain

the context needed, while over-segmented models offer too much context. We seek to ad-

dress these shortcomings of stream-based unsupervised semantic segmentation using limited

human demonstration effort as a weak supervisory signal to refine a set of labels that can

be used for terrain-aware autonomous navigation. Specifically, as many stream-based seg-

mentation algorithms often over-segment more then they under-segment [80], the proposed

methodology seeks to alleviate over-segmentation by (i) identifying and discarding labels

which classify multiple semantics, while (ii) over-segmented labels are merged together and

mapped directly to semantic concepts.

Specifically, this chapter focuses on enabling an autonomous vehicle to perceive environ-

mental terrains in an open-world setting using two forms of data (i) a sequence of unlabeled

images, and (ii) human demonstrations with a single semantic label identifier. Unlabeled

images are collected and segmented in an online fashion, i.e., frame by frame, as the vehicle
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moves throughout the environment. Human demonstrations take the form of a teleoperated

trajectory over a single terrain type in the environment. The (over)-segmented images are

mapped to the trajectory demonstrations, where we reason about the demonstration evi-

dence to assign semantic terrain labels to the unsupervised segmentation output. Fig. 4.1

provides a high level overview of the proposed algorithm resulting in two main steps. In step

1, an initial unsupervised segmentation model is trained online using a stream of unlabeled

images, producing an initial label set. In step 2, the label set is refined using human demon-

strations, reducing the number of overall labels while directly mapping labels with traversal

evidence to semantic concepts. The final output is a refined unsupervised semantic segmen-

tation representation and label set capable of classifying unstructured terrains which may

act as a perception subsystem for robotic applications. This chapter’s primary contribution

is the evidence-based reasoning that supports the refinement of the unsupervised output,

where a set of abstract labels are refined to reduce over-segmentation.

Similar navigation based approaches estimate terrain traversability directly[70, 40]. Our

work differs in that rather than estimate traversability, we obtain a perception model which

classifies semantic terrains present in the environment. This type of system decouples

key functionality for autonomous traversal- rather than simultaneously classify and rank

traversability, by only classifying terrains, subsequent systems can focus on the costs/rewards

over terrain, as seen in Section 4.7. Moreover, this perception model is not coupled to any

specific path planner, and therefore any path planner which utilizes semantic occupancy

grids may be used.

The remainder of the chapter is organized as follows. Section 4.4 (i) introduces the

stream-based unsupervised segmentation algorithm chosen for this study, Unsupervised Se-

mantic Scene Labeling [80], and (ii) presents a methodology to refine a large set of over

and under-segmented abstract labels to a smaller set of high-level semantic labels. Sec-
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tion 4.5 (i) presents a framework to simulate over-segmentation in a 3D game engine, and

(ii) utilizes the framework in a set of simulated robotic experiments to demonstrate the

chapter’s research claim that human demonstrations act as weak supervisory input capable

of alleviating over-segmentation. Section 4.6 evaluates the presented methodology’s perfor-

mance on a real world robotics dataset, namely, the Robot Unstructured Ground Driving

(RUGD) dataset [82]. Section 4.7 evaluates autonomous navigation capability using a refined

perception model obtained from the presented methodology as the reward basis for inverse

reinforcement learning. And lastly, section 4.8 concludes with a brief summary and identifies

opportunities for future extensions.

4.4 Methodology

Our proposed solution to provide terrain-aware perception for autonomous navigation in a

weakly supervised manner is composed of two stages (depicted in Fig. 4.1). First, we identify

a representation of visual concepts in the environment using stream-based unsupervised

segmentation. The concepts from this stage are abstract in that they have not been aligned

to a high level semantic that the autonomous vehicle can use for decision making. Second,

a limited number of human demonstrations are correlated with the unsupervised abstract

concepts to refine (e.g., improve over-segmentation) and align these segments to high level

semantics. Details of each stages are provided in the subsequent subsections.

4.4.1 Stage 1: Stream-based Unsupervised Segmentation

The first stage of our pipeline relies on an unsupervised stream-based segmentation algorithm

to learn an initial set of segments that represent abstract classes. We refer to these as abstract

classes because up to this point there is no supervisory signal to map these learned segment

representations to a high-level semantic label. Although any unsupervised stream-based
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Figure 4.3: Example of oversegmentation output from USSL in a simulated un-
structured outdoor environment with three classes, road, grass, and sky. Left: Raw
camera image. Center: USSL model output. Right: Ground truth segmentation.
Note that the segment colors between USSL and the ground truth do not corre-
spond since the USSL output is generated from unlabeled data and is not tied to
specific semantics.

segmentation algorithm could be leveraged in the first stage of our pipeline, we use the

Unsupervised Semantic Scene Labeling (USSL) [80] algorithm.

USSL is an ensemble-based approach that agglomeratively clusters superpixels from im-

ages to automatically learn the number of visual concepts within a data stream. Creation

of an ensemble is achieved by extracting visual features on overlapping sliding windows of

the data stream, referred to as local modeling. We use a combination of visual features

including, average color, color histograms, and local binary patterns. USSL encodes the

segmentation evidence across the overlapping local models in a graph structure and extracts

the connected components to generate a global set of abstract output labels for the entire

stream, M = m1,m2, ...,mn. Additional details on the USSL algorithm can be found in

the accompanying appendix to this chapter (Section 4.9), which summarizes the original

publication [80].

As previously mentioned, the output of stream-based unsupervised segmentation algo-

rithms is often over-segmented. Fig. 4.3 shows example output from USSL. Over-segmentation
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can be seen across nearly all visual classes in the image. For example, sky is represented

by segments colored in blue, green and brown and road is represented by segments colored

in orange, cyan, purple and navy. Now, although the over-segmentation of sky could be

capturing details such as the different types of clouds, this is not relevant for the task at

hand- the navigation of ground terrains. Stage two of our pipeline refines this output to

produce a perception model that provides high-level semantic segmentation output similar

to supervised models but without ground truth annotations.

4.4.2 Stage 2: Terrain Inference From Human Demonstration

Next, we describe how the unsupervised abstract labels, M , from stage one are refined to

reduce over-segmentation and aligned to the terrains present using minimal human demon-

stration effort.

Algorithm Overview: We refer to the set of semantic terrains in an environment

as � = {�1,�2, . . .�k}. These are not assumed to be known by the algorithm in stage

one, but the human providing demonstrations is aware of them. Demonstrations are col-

lected by teleoperating a robot across a single terrain, �j. A demonstration is represented

by the stream of images, Sj = {I1, I2, ..., In}, captured from the onboard camera during

traversal and the trajectory, ⇠j, that captures the robot’s poses sequentially throughout

time. Via tele-operation, a set of demonstrations (minimum one per terrain required),

D = {(S1, ⇠1), (S2, ⇠2) . . . (Sk, ⇠k)} can be quickly collected.

Given the demonstration dataset, D, we can reason about the terrain semantics for

abstract classes in M as follows: 1) Use the initial label set M to classify pixels from

each image in Sj. 2) Project resulting perception information onto a map with the same

reference frame as the robot’s trajectory, ⇠j. 3) Accumulate the evidence of each terrain

type in � being associated with each abstract label in M by evaluating how often each

demonstration traversed through each abstract label. 4) Identify conflicting evidence caused
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by noise from the unsupervised stream-based segmentation in which one label is classifying

multiple semantics and discard them. 5) Map the remaining abstract labels directly to

semantic terrains by assigning each abstract label to the terrain with the most traversal

evidence. If multiple abstract labels map to the same semantic, merge their underlying

feature representations. In the case where an abstract label does not have any traversal

evidence, keep it in the representation, but do not semantically map it to any terrains.

Overall, the discarding, assignment/merging, and keeping of abstract labels results in the

refinement of the underlying representation, which can improve the overall perception.

Step 1: Unsupervised Segmentation & Classification: We use a simple near-

est neighbor classifier to assign unsupervised labels to all pixels within the images from a

demonstration’s image stream. As noted previously, each label within initial label set M is

represented by a N dimensional feature vector. First, a set of superpixels is generated for

each image Ij within the demonstration’s image stream. Then, using the same feature ex-

tractors that were used to train M , a feature vector of dimension N describing the superpixel

is obtained. Lastly, each superpixel is matched to the closest label within M as measured

by it’s L2 (Euclidean) distance, resulting in the final unsupervised label classification.
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Figure 4.4: Example of simulated over-segmented terrain output. The robot starts
at the green hexagon, and follows the red trajectory up until the blue star. During
the lifetime of the robot’s trajectory, it traverses 3 main terrains as indicated by
the hatch marks- road, grass, and gravel. The sub-trajectories within each hatch
mark predominately traverse over a particular set of unsupervised labels which
are projected onto the robot map from the generated unsupervised segmentation
images. Namely road (blue, orange), grass (yellow, dark purple), and gravel (tan,
light purple, green). Traversed labels provide evidence for label refinement.
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Step 2: Terrain Projection: Classified images from the demonstration data stream are

then paired with their corresponding robot pose in the global reference frame of the robot’s

trajectory during teleoperaton and are projected onto the robot’s global map (represented by

an N by N grid). Fig. 4.4 shows an example of the projected perception map obtained when

traversing the environment from a camera based pinhole camera model terrain projection

system contained within the ROS autonomy stack. In this illustration, the robot’s trajectory

starts at the green hexagon in the top left of the image, follows the red path, and ends up in

the bottom left of the image at the blue star. Colors around the demonstration trajectory

correspond to pixels being projected from the classified images, specifically each label within

the initial unsupervised label set capturing terrain features M is assigned a unique color

identifier ∗. Following the robot trajectory, notice the black hatch marks, these are sub-

trajectories where the major terrain being traversed changes- initially the robot is traversing

road up until the first hatch mark, where it traverses grass up until the next hatch mark,

and finally traverses gravel until the trajectory is completed. Within each sub-trajectory,

the labels traversed over in the map output by the terrain projection system change. The

robot is mostly traversing the two labels in M represented by orange and blue in the first

region, the two labels represented by yellow and dark purple in the second, and the three

labels represented by light purple, tan, and dark green in the third. Using the projected

perception map alongside the robot’s trajectory in the same reference frame, we can count

how often trajectory ⇠j moves through each class in M and use this as evidence to reduce over-

segmentation. Lastly, rather than a particular (x, y) grid cell in the projected perception map

being marked as a distinct label disjoint from the set of possible labels, every grid cell may

contain multiple labels. The reason for this is twofold: (i) Multiple contrasting superpixels

may classify pixels which project to the same grid cell, and (ii) sequential classified frames
∗Note that in the first and third regions, other colors appear on the side of the robot, this is because

there is grass alongside the road and gravel in this particular operational environment.
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project on a subset of grid cells with previous frames and as a result each grid cell is projected

on multiple times.

Step 3: Evidence Accumulation: Grid cells within the projected map and the un-

derlying labels the robot traversed provide a weakly supervised signal, which we refer to as

traversal evidence. This evidence is used to define the context required to complete the au-

tonomous task by: (i) identifying models using the same label to classify two distinct terrains,

what we refer to as noise, and (ii) identifying labels to be merged due to over-segmentation.

To accumulate terrain label evidence we count the number of times a trajectory state, si,

intersects with the abstract classes in M . Each si maps to a grid cell in the projected per-

ception map. Recall that it is possible for a grid cell to be associated with multiple labels

from M so a trajectory state may provide evidence for more than one abstract label class.

Thus, the evidence that abstract class, m, could represent terrain class � given trajectory ⇠

is represented as:

evidence(m) =
X

8si2⇠

1(m \ si) (4.1)

where 1 is an indicator function that determines if a label class and trajectory state fall into

the same grid cell. After computing evidence(m) for all labels for each trajectory in the

demonstration dataset for a particular terrain �, each element is normalized as follows:

�(m) =
evidence(m)

P|M |
j=1 evidence(mj)

(4.2)

yielding a value in the range [0� 1].

Step 4: Identifying Conflicting Evidence: After measuring the evidence for each

unsupervised label across all terrains, certain labels may overlap. That is, certain labels

may have non-zero traversal counts across multiple demonstrations across different terrains.

This is referred to as label noise, labels with high amounts of overlap are considered noisy
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as that label is unable to accurately predict terrains distinctly. Some reasons label noise

may occur includes: poor feature extraction techniques, poor learned representations, and

data complexity (highly dimensional, complex scenes, lighting and occlusion). Consequently,

Since noisy labels lead to high amounts of overlap, we quantify the "noisiness" using entropy.

Specifically, for each abstract label m the normalized Shannon entropy is calculated over a

vector ⇢ =< �(m)�1 , �(m)�2 , ..., �(m)�k
>, capturing overlap evidence across all demonstra-

tions:

H(⇢) =
�
P|⇢|

m=1 ⇢m log2 ⇢m
log2 |⇢|

(4.3)

yielding a value in the range [0� 1]. Large amounts of overlap across all terrains results in

entropy values close to 1 while no overlap results in entropy values of 0, thereby quantifying

how often a label is traversed across multiple terrains (semantics). Labels with high entropy

are considered noisy, and such labels should be discarded from the model since they will

provide bad classification results if kept. On the contrary, label noise may also simply occur

due to misclassification, therefore some level of noise is to be expected. In order to balance the

tradeoff between acceptable and unacceptable levels of noise, the threshold value ✏ captures

the amount of acceptable risk. Therefore, the initial set of models in M are trimmed based

on the specified threshold value ✏. For each m 2M , if H(⇢) is over ✏ the model is discarded,

otherwise it is kept. The chosen value of ✏ depends on the amount of misclassification the

system designers believe is acceptable, and may be determined by evaluating the models

acceptable misclassification rate that still leads to overall mission success.

Step 5: Label Assignment and Terrain Representation: The remaining m 2 M

after discarding those with high entropy which have non-zero traversal evidence are used to

reason about semantic terrain label assignment. Each m 2 M is mapped to the terrain �
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with the most evidence:

⌧(m) := argmax
8�2�

�(m) (4.4)

Finally, the set of feature vectors, T , for all abstract labels assigned to the same terrain

�i are merged into a representation for the terrain. Specifically, a weighted average of the

feature vectors is taken to represent this high level semantic:

�̂i(T ) =

P|T |
i=1 L2(Ti, argmax (T )) ⇤ TiP|T |

i=1 Ti

(4.5)

Labels in M that do not contain any traversal evidence, are not mapped to a terrain and

their underlying feature representation is unaltered.

After the label assignment is complete, a new set of class models exists which represents

a combination of semantic terrain labels and a set of unsupervised abstract labels. Although

the set of remaining unsupervised abstract labels does not provide semantic meaning for the

navigation task, these learned concepts may still be valuable because they are representing

something our sparse supervisory signal could not help explain. This includes semantics

where it is not possible to have traversal evidence, such as the sky, or obstacles. To conclude,

the resulting hybrid set of labels can then be used to produce perception output for an

autonomous vehicle for terrain-aware navigation.
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4.5 Evaluation - Simulation

4.5.1 Overview

This section evaluates the impact of terrain evidence obtained from human demonstrations to

refine a perception representation. Namely we evaluate two main properties, (i) the ability

to identify and merge over-segmented labels to produce a refined representation, and (ii)

the ability to identify and discard poor representations. This is done by replacing stage 1

(Sec. 4.4.1) with a 3D graphics engine which simulates over-segmentation in the perception

system. Over-segmentation is simulated agnostically by utilizing ground truth semantic

segmentation images provided automatically for all camera frames in the simulator. This

experiment setup enables us to test the methodology alone, without any influence of the

chosen unsupervised perception algorithm. As a result, this experiment demonstrates the

theoretical best case performance achievable. Thereby answering the question on whether or

not human demonstrations can be used as a weak supervisory signal to refine an unsupervised

perception model.

4.5.2 Perception Simulation

A simulator is constructed to capture common sources of error found in unsupervised seman-

tic segmentation algorithms. Namely, (i) noisy labels with poor interclass performance and

thereby fail to reliably classify a single semantic, (ii) over-segmented representations which

fail to cluster/merge intraclass labels representing the same semantic, and (iii) misclassifi-

cation errors where segments are incorrectly labeled. First the simulation’s design and how

each error source is simulated is presented. Followed by an outline of subsequent experiments

to follow in this section.
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3D Graphics Engine: Perception simulation is enabled by the unity 3D graphics engine

in which a ClearPath Warthog wheeled mobile robot is operating in a semi-structured out-

door environment. The graphics engine provides both raw image output and ground truth

semantic segmentation images at 30 frames per second from the viewpoint of the robot’s

cameras. Specifically, the graphics engine produces ground truth images using six seman-

tic labels- grass, gravel, road, sky, building, and unlabeled. The simulated robot runs the

autonomous system software stack based on Robot Operating System (ROS) as outlined in

Chapter 2.1.

Figure 4.6: Illustration of the different sources of error commonly found in unsu-
pervised perception algorithms alongside the ground truth (column 4). A noisy
model contains label(s) classifying over multiple semantics (column 1; yellow, or-
ange). Over-segmented models learn more labels than there are semantics (column
2; olive, burgundy). Misclassification of semantics occurs due to poor model per-
formance (column 3; lime green).

Error (i)- noisy labels (Figure 4.6, column 1): After learning, labels may be

present in the representation which contain noise. A noisy label has high interclass similarity-

commonly classifying many segments spanning multiple semantic classes (see the yellow and

orange labels in Figure 4.6 which are both classifying grass and road with the same label).

Such labels worsen the quality of the perception system and therefore should be discarded.

Although noisy labels can be thought of as misclassification, they are distinct in that rather

than the label mostly classifying one class and occasionally misclassifying as others, noisy
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labels commonly misclassify across all classes almost uniformly. We simulate this with a

Bernoulli distribution which is sampled for each superpixel. If the trial is a success, the

superpixel is classified from the set of ground truth labels. Conversely, if the trial is a

failure, the superpixel is classified from a set of over-segmented labels containing noise. As

a result, this formulation enables both interclass, and intraclass variability among labels.

Error (ii)- over-segmentation (Figure 4.6, column 2): Since several unsupervised

algorithms are based on clustering techniques, the number of clusters (labels) often does not

match the number of semantics in the scene because there is often no supervisory signal.

There may be high intraclass similarity, as seen in the top half of the image in Figure 4.6 col-

umn 2 where the olive, burgundy, and dark pink labels are all classifying the same semantic,

sky. If the number of labels learned is too low, it is called under-segmentation, conversely if it

is too high, it is called over-segmentation. There is a tradeoff between over-segmentation and

under-segmentation. Over-segmented representations provide a large, often complicated (no

clear semantic meaning to humans) feature basis that explains the current operational envi-

ronment. Under-segmented representations provide a small, limited feature basis which fails

to distinctly classify key properties in an image. We explicitly simulate over-segmentation

and focus on over-segmentation, as it is the primary problem the methodology aims to solve.

Moreover, this is based on the philosophical viewpoint that it is better to have an over-

segmented model and then refine upwards, leading to fewer, than the other way around.

Mathematically, it is easier to merge labels together rather than create new ones.

For each ground truth semantic class, a discrete probability distribution is constructed

where the number of possible outcomes is determined by the desired number of possible over-

segmentation labels, denoted as the over-segmentation factor. The choice of distribution is up

to the experimenter, however we chose the binomial distribution B(n, p), where n represents

the over-segmentation factor, and p represents the bias towards certain over-segmented labels.
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Moreover, the binomial distribution can be used to create "discrete normal" distributions in

which the mass of the distribution is distributed normally among the over-segmented labels.

As each ground truth label is represented by its own separate binomial distribution, each

may also have its own unique over-segmentation factor. Lastly, since each label is perfectly

contained relevant to its parent ground truth label, high intraclass similarity occurs. That

is, if a ground truth parent class has a high over-segmentation factor, there is high intraclass

variability, resulting in many unsupervised labels to segment off into their own distinct groups

even though they all belong to ground truth class.

Error (iii)- misclassification (Figure 4.6, column 3): It is well known that computer

vision based perception algorithms are not able to perfectly classify everything. Dependent

on the model architecture, and the training data used, classification performance varies

greatly. Furthermore, when a model does fail to classify, the model’s interclass performance

is often not uniform. A model may commonly misclassify one class for another (looking at

column 3 in Figure 4.6, notice how the green label incorrectly classifies road as grass). In

the machine learning community, this performance is captured in a confusion matrix. A

confusion matrix is a nxn matrix where n is equal to the number of possible classification

labels. On one dimension is the ground truth result, and the second, the model’s prediction.

The diagonal of this matrix captures accuracy to correctly classify its own class while other

members represent how certain labels misclassify one class for another.

This simulator takes in a confusion matrix as input to simulate misclassification. A

discrete probability distribution is constructed from the confusion matrix, and is sampled

in relation to the current ground truth label. In this setup, interclass variability is possible

at the misclassification step, and as a result, when misclassification is paired with error ii,

intraclass variability is also present.
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Perception Simulation Workflow: Using ground truth semantic segmentation, the

perception errors aforementioned are simulated in a bottom up manner for each image in an

image stream as the robot is moving in its operational environment. A graphical overview

can be seen in Figure 4.5. First, the image is segmented into a set of superpixels. Each

superpixel is then assigned a final label as follows. A sample from a Bernoulli distribution

Ber(p) is taken. If the trial is a success, a subsequent sample is taken from a discrete

probability distribution where possible outcomes of the distribution represent ground truth

labels, and probabilities represent a perception models classification accuracy as defined by a

confusion matrix (error iii). Lastly a sample is taken from the ground truth label’s binomial

distribution B(n, p) to obtain the final unsupervised label (error ii). Note that the final

labels are unsupervised, and therefore do not have any semantic meaning. If the Bernoulli

trial is a failure, a sample is taken from a discrete uniform distribution, where its members

represent the set of labels classifying multiple semantics (error i).

Experiment Framework: The following framework is applied to all subsequent exper-

iments in this section, differing only on the parameters of the perception simulator. First,

an initial sequence of images are collected where the simulated robot traverses each major

semantic terrain present in the operational environment- grass, gravel, and road. Specifically,

subsequent experiments use a ROS bag containing 1646 sequential images over 53 seconds

(an overview of the robot’s trajectory can be seen in Figure 4.4). Since this data is collected

in a graphics engine, both raw images and their underlying ground truth is collected. Then,

using the perception simulator, every ground truth image is over-segmented according to

Figure 4.5. The resulting images are fed back into the graphics engine alongside a simulated

autonomous system ROS software stack.

As previously mentioned in Section 4.4.2, part of this stack contains a terrain projection

system which outputs a series of occupancy grid terrain maps from semantic images. The
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resulting terrain maps are used as the traversal evidence acting as the input to Equation 4.1.

Following through with the rest of the subsequent methodology, a refined representation is

provided as output. The refined representation is then evaluated.

4.5.3 Experiment 1: Capability to identify and merge labels

In the first experiment, the methodology is evaluated on its ability to utilize traversal evi-

dence to refine an initial perception representation and attempt to alleviate error (ii); over-

segmentation. For this experiment, only over-segmentation is simulated, and therefore noisy

labels (error i), and misclassification (error iii) are not considered. This setup is chosen

to evaluate the theoretical maximum performance of the proposed methodology. If (i) the

set of class labels produced by the over-segmented model produces perfect segment bound-

aries, and (ii) each of its labels never misclassifies with respect to the ground truth, then by

utilizing resulting traversal evidence in the proposed methodology, the resulting representa-

tion should match the ground truth exactly. Now, although the assumptions are unrealistic

for real-world perception models, this experiment verifies if human traversal evidence can

produce a refined label set which maps to semantics present in the scene.
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Figure 4.7: PMF of a Binomial distributon where n = 3 and p = 0.8

The six semantic classes- grass, gravel, road, sky, building, and unlabeled- are each

assigned a unique probability distribution for over-segmentation. Namely, each terrain (grass,

gravel, road) is given an over-segmentation factor of 4, while all other labels are given a value

of 1. Note that non-terrains are not given an over-segmentation factor because the proposed

methodology does not make use of that information when performing merging. Each terrain

follows a binomial distribution B(n, p) where n = 3 and p = 0.8, a visualization is depicted

in figure 4.7. This choice of p results in a biased distribution where the 2 of the 4 labels

take up most of the probability mass. This corresponds to real world behavior in relation

to unsupervised semantic segmentation models, where certain labels occur more frequently

than others when presented with the same semantic.
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Experimental Results:

Traversal evidence for a given abstract label relative to the possible parent terrains is shown

in Table 4.1.

Table 4.1: Experiment 1. Traversal Evidence (feature counts)

Label Terrain

Grass Gravel Road

1 0 0 4

2 0 0 8

3 0 0 108

4 0 0 152

5 0 13 0

6 0 51 0

7 0 91 0

8 0 140 0

9 17 0 0

10 103 0 0

11 146 0 0

12 191 0 0

13 0 0 0

14 0 0 0

15 0 0 0
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In this setup, labels 1-4 correspond to grass, 5-8 correspond to gravel, 9-12 correspond

to road, 13 to sky, 14 to building, and 15 to unlabeled. Figure 4.8 illustrates the robot’s

point of view with the future trajectory overlayed. As the robot moves through space on its

trajectory over the road, it traverses the blue, dark blue, and orange pixels, thereby collecting

traversal evidence for labels 10, 11, and 12. This traversal evidence informs label merging.

Figure 4.8: Experiment 1. Column 1: Raw image; Column 2: Illustration of the
robot’s unsupervised over-segmented image with it’s future trajectory (red) as it
traverses the road (orange, blue, dark blue). Column 3: Ground truth image.

As per the methodology, once traversal evidence is obtained, first the entropy for each

abstract label is calculated, and used to determine if any labels should be discarded, based

on the threshold parameter ✏ = 0.8. Since noisy labels (error i) and misclassification error

(error iii) are not present, there is no overlap (divergent evidence) among the over-segmented

labels in the resulting traversal evidence.
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Table 4.2: Experiment 1. Abstract Label Entropy (1-8)

Abstract Label

1 2 3 4 5 6 7 8

Entropy 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Table 4.3: Experiment 1. Abstract Label Entropy (9-15)

Abstract Label

9 10 11 12 13 14 15

Entropy 0.00 0.00 0.00 0.00 UNDEF UNDEF UNDEF

Table 4.2 and 4.3 shows entropy values (Equation 4.3) for each abstract label. Labels

1-12, which all correspond to terrains, have an entropy of 0.00, while 13-15 have undefined

entropies. These values are expected due to the parameters set for the over-segmentation

simulator, namely, there is no overlap since errors (i) and (iii) are not simulated. More-

over, note that a value of undefined for the entropy score means that no traversal evidence

was present for a particular label, which is consistent as 13-15 represent sky, obstacle, and

unlabeled. As a result of these entropy scores, no labels are discarded.

Next, each abstract label is mapped to the parent terrain for which it shares the most

evidence with. Utilizing the traversal evidence for each abstract label as seen in Table 4.1,

remaining labels are merged, resulting in a refined representation.
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Table 4.4: Experiment 1. Quantity of labels

Ground Truth Class

Grass Gravel Road

Initial 4 4 4

Discarded 0 0 0

Semantically Mapped 4 4 4

Not Semantically Mapped 0 0 0

Total Label Quantity 1 1 1

As seen in Table 4.4 initially, the over-segmented model starts with 12 terrain labels-

4 for grass, 4 for gravel, 4 for road. After utilizing traversal evidence and the proposed

methodology, the refined model ends up with 3 labels, namely, 1 for each terrain semantic.

This quantitatively verifies that by using the proposed methodology, human demonstrations

do act as a supervisory signal which can be used to refine a over-segmented perception model.

Moreover, initially labels were not mapped to any specific semantic class, giving them no

semantic meaning. However, after utilizing the proposed methodology, each label is mapped

directly to a semantic class. For example, before label 1 did not mean anything to a human,

now it refers to road.

In Figure 4.9 the ground truth, over-segmented image, and refined image are stacked

horizontally for the first frame in the same trajectory as shown above in Figure 4.4. Due to

the parameters of the perception simulator, all segment boundaries are correct for both the

over-segmented and refined models. The difference lies in the quantity of labels and final clas-

sification of segments; the over-segmented model has a higher number of labels and segments.
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Figure 4.9: Experiment 1. Left: Ground truth. Middle: Initial over-segmented
model. Right: Refined model.

Looking at the frame from the over-segmented model (Figure 4.9 column 2), the addition

of extra segments and labels does not provide anymore information about the scene. As a

result such labels should be merged to provide a more meaningful representation. Note that

although each semantic has an over-segmentation factor of 4, not all 4 are present in every

single frame- this is a result of the Bernoulli distribution chosen for over-segmentation where

2 out of the 4 labels take up the majority of the probability mass. Using the methodology

for refinement results in a representation that exactly follows the ground truth (Figure 4.9

column 3). This qualatatively demonstrates that human demonstrations can be used as a

weak supervisory signal to refine and merge similar labels contained within unsupervised

over-segmented model while simultaneously giving the resulting labels semantic meaning.
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4.5.4 Experiment 2: Capability to identify and discard poor labels

In the second experiment, the methodology is evaluated on its ability to utilize traversal

evidence to refine an initial perception representation and attempt to alleviate error (i);

noisy labels. For this experiment, over-segmentation (error ii) and noisy labels are simulated

(error i), and therefore misclassification (error iii) is not considered. As in the previous

experiment, segmentation boundaries are perfect. When a poor label is sampled in the first

step of the perception simulator, that label has both inter and intraclass variability. When

a good label is sampled, the label only has intraclass variability respective to its ground

truth class. This setup is chosen to evaluate two aspects of the methodology. Namely, (i) if

noisy labels with high interclass similarity (single labels classifying multiple semantics) are

identified and discarded while keeping the ones with low interclass similarity (single labels

classifying one semantic), and (ii) if the remaining label set after discarding merges to a

meaningful representation.

The initial Bernoulli flip is given a success probability of 0.8, therefore the poor repre-

sentations should be selected roughly 20% of the time. A secondary Bernoulli distribution

is used to sample 2 poor labels, with a success probability of 0.5 such that each poor label

is equally likely to occur.

The six semantic classes- grass, gravel, road, sky, building, and unlabeled- are each as-

signed a unique probability distribution for over-segmentation. Namely, each terrain (grass,

gravel, road) is given an over-segmentation factor of 4, while all other labels are given a value

of 1. Once again, non-terrains are not given an over-segmentation factor because the pro-

posed methodology does not make use of that information when performing merging. Each

terrain follows a binomial distribution B(n, p) where n = 3 and p = 0.8. This configuration

results in 17 possible labels, where 1-11 represent terrain 12-15 represent non-terrain and

16-17 represent noisy labels.
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Experimental Results

Table 4.5: Experiment 2. Traversal Evidence (feature counts)

Label Terrain

Gravel Grass Road

1 0 0 3

2 0 0 14

3 0 0 54

4 0 0 95

5 0 4 0

6 0 13 0

7 0 36 0

8 0 58 0

9 3 0 0

10 24 0 0

11 50 0 0

12 68 0 0

13 0 0 0

14 0 0 0

15 0 0 0.0

16 48 23 50

17 75 25 59



69
Traversal evidence for a given abstract label relative to the possible parent terrains is shown

in Table 4.5. Figure 4.10 illustrates the robot’s point of view with the future trajectory

overlayed. As the robot moves through space on its trajectory over the road, it traverses the

blue, dark blue, and green pixels. However, also note that the dark blue and green pixels

appear on both the road and in the grass, therefore creating conflicting evidence for labels

16 and 17. This is an example of label noise, signaling that such labels should be thrown

out if their entropy is above the accepted threshold.

Figure 4.10: Experiment 2. Column 1: Raw image; Column 2: Illustration of the
robot’s unsupervised over-segmented image with it’s future trajectory as it traverses
the road (trajectory: red; pixels:blue, dark blue, green) and moves to the grass
(trajectory: pink; pixels: dark blue, yellow, green), thereby creating conflicting
evidence (pixels: green, dark blue). Column 3: Ground truth image.

As per the methodology, once traversal evidence is obtained, first the entropy for each

abstract label is calculated, and used to determine if any labels should be discarded based

on the threshold parameter ✏ = 0.8.
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Table 4.6: Experiment 2. Abstract Label Entropy (1-8)

Abstract Label

1 2 3 4 5 6 7 8

Entropy 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Table 4.7: Experiment 2. Abstract Label Entropy (9-17)

Abstract Label

9 10 11 12 13 14 15 16 17

Entropy 0.00 0.00 0.00 0.00 UNDEF UNDEF UNDEF 0.97 0.99

Table 4.6 and 4.7 shows entropy values (Equation 4.3) for each abstract label. Once

again, labels 1-12, which all correspond to terrains, have an entropy of 0.00, while 13-15

have undefined entropies. Distinct to this experiment, labels 16 and 17 have high entropy

values. Specifically, since they are higher than ✏ = 0.8, they are discarded.

Next, each abstract label is mapped to the parent terrain for which it shares the most

evidence with. Utilizing the traversal evidence for each abstract label as seen in Table 4.5,

remaining labels are merged, resulting in a refined representation.
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Table 4.8: Experiment 2. Quantity of labels

Ground Truth Class

Grass Gravel Road Noisy

Initial 4 4 4 2

Discarded 0 0 0 2

Semantically Mapped 4 4 4 0

Not Semantically Mapped 0 0 0 0

Total Label Quantity 1 1 1 0

As seen in Table 4.8 initially, the over-segmented model starts with 14 terrain labels-

4 for grass, 4 for gravel, 4 for road, and 2 noisy labels. After utilizing traversal evidence

and the proposed methodology, the refined model ends up with 3 labels, namely, 1 for each

terrain semantic. This verifies that by using the proposed methodology, (i) poor labels were

identified and discarded, and (ii) of the remaining labels, accurate label merging occurred.
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Figure 4.11: Experiment 2. Left: Ground truth. Middle: Initial over-segmented
model with noisy labels. Right: Refined model.

In Figure 4.11 the ground truth, over-segmented image, and refined image are stacked

horizontally for the first frame in the same trajectory as shown above in Figure 4.4. Once

again, due to the parameters of the perception simulator, all segment boundaries are correct

for both the initial over-segmented model and the subsequent refined model. The over-

segmented model not only has a higher number of labels and segments, but also contains

labels with poor interclass accuracy. In the over-segmented model, two labels (dark blue, lime

green) are used to represent two different semantic concepts, grass and road, and therefore

should be discarded. Using the methodology for refinement in the simulation without any

misclassification results in a representation that is exactly like the ground truth. This further

verifies that with the use of human demonstrations as a weak supervisory signal (i) poor labels

can identified and discarded, and (ii) of the remaining labels, accurate label merging occurs.
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4.5.5 Experiment 3: Robustness to All Noise Sources

In the third experiment, the methodology is evaluated on its ability to utilize traversal

evidence to refine an initial perception representation and attempt to alleviate errors- (i);

noisy labels and (ii) over-segmentation while subject to error (iii) misclassification. This

experimental setup is chosen to demonstrate real world applicability.

Table 4.9: Confusion Matrix

Ground Truth Semantic
Grass Gravel Road

Grass 0.8 0.05 0.05
Gravel 0.1 0.8 0.15Classification
Road 0.1 0.15 0.8

The perception simulator’s initial Bernoulli distribution has the value p = 0.8, meaning

that poor labels with inter and intra class variability are chosen roughly 20% of the time. A

separate Bernoulli with p = 0.5 is constructed to represent 2 poor labels. This distribution

is sampled if the previous Bernoulli distribution draws a failure. If the previous Bernoulli

is a success, a sample is taken from a discrete distribution based on confusion matrix seen

in Table 4.9 to obtain the parent ground truth class. Given the parent ground truth class,

a sample from its respective binomial distribution is taken where n = 3 and p = 0.8 to

obtain the final over-segmented label. The initial model then utilizes the methodology in

Section 4.4 to obtain a refined model.
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Experimental Results

Table 4.10: Experiment 3. Traversal Evidence (feature counts)

Label Terrain

Gravel Grass Road

1 0 0 4

2 0 0 6

3 6 4 54

4 19 2 75

5 0 0 0

6 3 10 3

7 0 16 5

8 4 45 4

9 0 0 0

10 21 0 0

11 59 6 12

12 82 13 15

13 0 0 0

14 0 0 0

15 0 0 0

16 32 34 50

17 40 24 44
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Traversal evidence for a given abstract label relative to the possible parent terrains is shown in

Table 4.10. Specific to this experiment, note that many labels overlap (orange) a given parent

terrain due to misclassification being simulated. As per the methodology, once traversal

evidence is obtained, first the entropy for each abstract label is calculated, and used to

determine if any labels should be discarded based on the threshold parameter ✏ = 0.8.

Table 4.11: Experiment 3. Abstract Label Entropy (1-8)

Abstract Label

1 2 3 4 5 6 7 8

Entropy 0.00 0.00 0.57 0.58 UNDEF 0.68 0.39 0.34

Table 4.12: Experiment 3. Abstract Label Entropy (9-17)

Abstract Label

9 10 11 12 13 14 15 16 17

Entropy UNDEF 0.00 0.70 0.76 UNDEF UNDEF UNDEF 0.97 0.99

Table 4.11 and 4.12 shows entropy values (Equation 4.3) for each abstract label. Labels

3,4,6,7,8,11,12,16,17 have non-zero entropy values, 13-15 have undefined entropies due to

no traversal evidence, and labels 16 and 17 have high entropy values. Specifically, since

labels 16 and 17 are higher than ✏ = 0.8, they are discarded while the remaining are kept.

Note that labels 6, 11, and 12 have relatively high entropy values, if the risk acceptance
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level was lowered to ✏ = 0.6 these labels would be discarded, showing the importance of

accurately assessing and accepting the appropriate level of overlap among demonstrations.

Furthermore, note that the non-zero entropy values are due to overlap occurring from the

simulated misclassification.

Next, each abstract label is mapped to the parent terrain for which it shares the most

evidence with. Utilizing the traversal evidence for each abstract label as seen in Table 4.10,

remaining labels are merged, resulting in a refined representation.

Table 4.13: Experiment 3. Quantity of labels

Ground Truth Class

Grass Gravel Road Noisy

Initial 4 4 4 2

Discarded 0 0 0 2

Semantically Mapped 3 3 4 0

Not Semantically Mapped 1 1 0 0

Total Label Quantity 2 2 1 0

As seen in Table 4.13 initially, the over-segmented model starts with 15 terrain labels-

4 for grass, 4 for gravel, 4 for road, and 2 unkowns. After utilizing traversal evidence and

the proposed methodology, the refined model ends up with 5 labels, namely, 2 for grass,

2 for gravel, and 1 for road. With respect to the 2 labels which contain terrain but are

not semantically mapped- this result occurs due to the low probability each label has of

appearing due to it’s binomial distribution. Specifically, given the binomial distribution with

parameters n = 3 and p = 0.8 the probability of obtaining 0 successes is 0.008. Therefore,
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these labels occur rarely in the resulting robot’s map and are never traversed. As a result,

these labels are never directly mapped to a terrain. In the real world, this behavior may

occur as labels that are learned and appear in the initial representation, may not transfer

and be relevant to the new current operational environment. Most importantly, utilizing

the methodology, the refined perception model is still able to accurately discard, merge, and

semantically map the overall label set. All while being subjected to all three sources of

unsupervised perception error.

Figure 4.12: Experiment 3. Left: Ground truth. Middle: Initial over-segmented
model with noisy labels. Right: Refined model.

In Figure 4.12 the ground truth, over-segmented image, and refined image are stacked

horizontally for the 1250th frame in the same trajectory as shown above in Figure 4.4. This

frame was chosen to show how the refined model does not perfectly match the ground truth.

Using the methodology for refinement results in a representation that mostly matches the

ground truth, except it can be seen in column 3 that grass and gravel remain slightly over-

segmented. This is because two of the unsupervised labels, namely label 5 corresponding

to grass and 9 to gravel have not been semantically mapped. While the two poor labels

were identified and discarded, not all of the remaining labels were able to be semantically
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mapped due to not having any traversal evidence. Therefore, it can be concluded that when

considering all types of unsupervised segmentation model noise, one may still obtain a refined

model, however there is a limit to the level of weak supervision human demonstrations can

provide.

4.5.6 Summary of Findings

The previous experiments in this section result in the following takeaways- namely the pro-

posed methodology has the capability to: (i) identify noisy labels and discard them, and (ii)

identify labels with high intraclass similarity and merge them together. Furthermore, initial

labels provided by the perception model did not contain any semantic meaning as they were

obtained using unsupervised data. Initial labels mathematically represented learned features

of the operational environment as vectors, which does not mean anything to a human. Af-

ter utilizing human demonstrations, a refined label set is provided that maps unsupervised

labels to semantics present in the scene which are understandable by a human.
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4.6 Evaluation - Real World Robotics Dataset

This section evaluates the proposed methodology’s ability to accurately refine a perception

representation tailored for terrain-aware robotic navigation in real world unstructured en-

vironments. We use the Robot Unstructured Ground Driving Dataset (RUGD) [82]- this

dataset contains video sequences of a teleoperated ground robot traversing various unstruc-

tured terrains. Specifically, we use the "Trail-3" ROS bag to train an initial unsupervised

semantic segmentation model and then perform terrain inference using the bag’s trajectory

as a human demonstration. While RUGD provides ground truth labeled frames, it is only

used during evaluation- and never used during training.

4.6.1 Evaluation Metrics

We evaluate each experiment by measuring the 3D segmentation accuracy [88], over-segmentation

entropy, and under-segmentation entropy [31]. Traditional scores in supervised semantic seg-

mentation, such as Mean IoU are not sufficient since initial models are never directly mapped

to semantic concepts, and neither are labels in the refined models.

3D Segmentation Accuracy: While pixel-level accuracy represents the area of cor-

rectly classified pixels for a given frame, supervoxel-level accuracy represents the volume of

correctly classified pixels over a sequence of frames. For a given image-stream, each ground

truth label has a corresponding supervoxel Ti, thereby producing the set of supervoxels T .

Similarly, each abstract label output from the unsupervised segmentation algorithm has a

corresponding supervoxel Si, producing the set of voxels S. For each Ti, a secondary set S̄

is constructed quantifying which abstract labels overlap the most with the current ground
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truth label according to the following rule:

8Sj 2 S;Sj 2 S̄ () |Sj| \ |Ti| > |Sj| \ |Tk|

: 8Tk 2 T ^ Tk 6= Ti

(4.6)

From the aforementioned sets, the 3D segmentation accuracy is measured as:

ACC(Ti) =

P|S̄|
j=1 |V (Ti)| \ |V (S̄j)|

|V (Ti)|
(4.7)

where the volume V (·) of a given supervoxel Gi, namely V (Gi), is computed as the proportion

of pixels belonging to the given supervoxel and the total number of pixels in the image-stream.

Over and Under Segmentation Entropy: 3D Segmentation accuracy in of itself

is not a sufficient metric, as an algorithm may obtain a low measure (0.0) if all voxels

mostly overlap with a given Ti or a high measure (1.0) with many small voxels. Over-

segmentation may provides a deeper explanation of an image, but often catches details

that have high intraclass similarity, often complicating scene understanding and resulting

in a large number of output classes. In contrast, under-segmentation may provide a simple

explanation, but does not provide enough information about the relevant children concepts

relevant to the task. Therefore, we consider two additional measures, over-segmentation

entropy and under-segmentation entropy. As setup, probability distributions over pixels and

voxels are constructed. The probability a pixel in stream D is a member of a given supervoxel

Gi is measured as:

P (G = Gi) =
|V (Gi)|

|V (D)|
(4.8)

The joint probability of two voxels Ti and Sj is:

P (T = Ti, S = Sj) =
|V (Ti)| \ |V (Sj)|

|V (D)|
(4.9)
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The conditional probability of two voxels Ti and Sj is:

P (T = Ti|S = Sj) =
P (T = Ti, S = Sj)

P (S = Sj)
(4.10)

Using these distributions, the over-segmentation entropy is measured as:

H(S|T ) = �
X

S,T

P (T, S) logP (S|T ) (4.11)

Similarly, the under-segmentation entropy is measured as:

H(T |S) = �
X

S,T

P (T, S) logP (T |S) (4.12)

Where lower values of over and under segmentation entropy indicate better performance.

4.6.2 Quantitative Results

We use the Robot Unstructured Ground Driving Dataset (RUGD)- this dataset contains

video sequences of a teleoperated ground robot traversing various unstructured terrains.

The frames that make the video sequences are used to train an initial unsupervised semantic

segmentation model, while the teleoperated demonstration is used to provide evidence for

label refinement. Specifically, an initial USSL model using a combination of color, and local

binary pattern [79] features is trained on the Trail-3 dataset. Demonstration evidence in the

corresponding ROS bag is split across the four main terrains present in the dataset, resulting

in four distinct trajectories, thereby constructing �. Namely, asphalt is traversed over in

images 0 � 55, mulch from 121 � 210, gravel from 341 � 440 and grass from 552 � 580.

These subsets of images relative to the robot’s global map reference frame are fed into the

aforementioned terrain projection system to obtain terrain occupancy grids which are used as
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label evidence. Using the label evidence according to the proposed methodology (Sec. 4.4),

we obtain 3 distinct USSL models varied by their entropy acceptance threshold ✏, namely

✏ = 0.8, ✏ = 0.4, and ✏ = 0.2- each resulting in subsequent smaller label sets M . These

values were chosen to show the impact ✏ has on the final label set.

Table 4.14: Number of USSL Labels

USSL Model

Original Refined:
✏ = 0.8

Refined:
✏ = 0.4

Refined:
✏ = 0.2

# Labels 44 24 9 7

Label refinement reduces the overall label set: Using the proposed methodology,

all refined models obtain a smaller label set M compared to the initial number of labels (Table

4.14). Once again showcasing that human demonstrations paired with image projection do

in fact provide a weak supervisory signal that can be used to refine an unsupervised semantic

segmentation model’s initial over-segmented label set.

Table 4.15: 3D Segmentation Accuracy

USSL Model

Original Refined
✏ = 0.8

Refined
✏ = 0.4

Refined
✏ = 0.2

Mulch 31.21 88.13 45.86 50.96
Grass 58.91 80.22 37.80 73.89

Asphalt 17.79 8.64 45.26 46.38

T
er

ra
in

Gravel 59.71 45.62 63.66 0.00

Label refinement leads to higher accuracy: The best segmentation accuracy for
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each respective terrain occurs in one of the refined models. Moreover, the refined model

with ✏ = 0.4, has the lowest range among accuracy scores, indicating that it is able to

classify all terrains present most reliably. Note the 0.00 value for gravel for the refined model

with ✏ = 0.2, this indicates that no label supervoxel mostly overlapped with the gravel

ground truth label. This is a sign that the label set has been refined too much, therefore

there is a limit to how much merging can be done before the representation becomes unable

to adequately explain its operating environment.

Table 4.16: Under-segmentation and over-segmentation

USSL Model

Original Refined
✏ = 0.8

Refined
✏ = 0.4

Refined
✏ = 0.2

USE 6.252 6.391 4.523 3.986Metric OSE 1.334 1.227 1.000 0.987

Label refinement provides more accurate segmentation boundaries: As ✏ de-

creases, and therefore the number of labels, as does the under and over segmentation entropy.

This indicates that the segment boundaries obtained from the refined models are more ac-

curate across the image-stream with respect to the ground truth labels. Although ✏ = 0.2

achieves the best score, that does not make it the best model since it failed to accurately

identify all terrains as demonstrated in Table 4.15. The chosen value for ✏ depends on the

system designers risk acceptance, and the tradeoff between having an under-segmented or

over-segmented model. If a higher level of risk acceptance is allowed (epsilon increases)

the refined model will contain a higher number of labels with the tradeoff of being over-

segmented compared to when a low level of risk acceptance is allowed, resulting in less labels

and under-segmentation.
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4.6.3 Qualitative Results

Figure 4.13: Qualitative segmentation results at frames where each main terrain ap-
pears. Rows: Segmentation output among models compared to the raw image and
ground truth. Columns: Model unsupervised segmentation output across frames.

A qualitative comparison of the segmentation results produced by the original USSL model

and our refined model visually shows reduced over-segmentation and improved label consis-

tency (Fig. 4.13). Progressing through the columns for each row, we see considerably less

over-segmentation as ✏ decreases. This establishes the proposed methodology’s ability to

merge abstract classes together using human demonstrations.

Moreover, there is a limit on ✏ before it leads to undesired segmentation, in column 5

the same label is being used to classify the road, gravel, and portions of the grass. In order

to decide the final refined model to be chosen, there is a tradeoff between over and under

segmentation. To elaborate, the acceptance of an over or under segmented final label set is
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dependent on the type of autonomous behavior one would like to obtain. If system designers

simply want to distinctly classify traversable terrains from the un-traversable terrain such as

the horizon line between terrain and sky they may want to chose a lower risk acceptance as it

results in fewer labels, and having more perception information does not help the overall task.

Contrarily, if system designers would like to autonomously navigate with a clear preference

over terrains, and terrains sub-types, such as the different types of road, grass, and gravel,

they may want to chose a high risk acceptance as it results in a higher number of labels,

which although may be noisy, may enable the autonomous capability desired.

4.7 Evaluation - Autonomous Waypoint Navigation

As previously hinted, the combination of inverse reinforcement learning and unsupervised se-

mantic segmentation enables autonomous waypoint navigation using only unsupervised data,

and human demonstrations. After an initial unsupervised semantic segmentation model is

trained and refined, the resulting representation may be used as a reward basis for au-

tonomous traversal. This differs from the work in Chapter 3 which required a supervised

perception system.

4.7.1 Experiment Setup

This experiment utilizes the refined model obtained in Experiment 3 (Section 4.5.5) as the

reward basis for inverse reinforcement learning. Specifically, the labels present in the refined

model are used for parameter w in Chapter 3, Equation 3.3 in inverse reinforcement learning.

Two reward models are trained utilizing 3 human demonstrations where the demonstrator

stays mostly on the road, traverses grass when there is no other option, and avoids gravel.

The first reward model uses maximum entropy inverse reinforcement learning, while the

other uses risk averse Bayesian reward learning. Their relative performance to perform
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autonomous waypoint navigation in an unstructured environment via a 3D graphics engine

is then evaluated.

4.7.2 Experimental Results

Using this representation, a reward model for terrain traversal is learned on 3 human demon-

strations for two techniques Maximum Entropy inverse reinforcement learning, and risk

averse Bayesian reward learning with a uniform prior and an acceptable risk factor of ✏ = 0.8

yielding the following reward weights seen in Table 4.17:

Table 4.17: Reward weights among semantic terrains

Reward Model Feature Weight
Grass Gravel Road U1 U2

(i) Maximum Entropy IRL -0.20 -0.51 0.38 -0.63 -0.50
(ii) Risk Averse Bayesian Reward Learning -0.43 -2.00 0.99 -2.00 -2.00

Note that U1, and U2, correspond to unknowns. This is because U1 and U2 where never

directly mapped to any terrain, although they are terrains. When comparing the weights

between the two models, both reward models learn weights which match the demonstrator’s

preferences over terrains. Namely, road achieves the highest reward in both models, followed

by grass, and finally gravel. Moreover, both reward models learn that the unknown features

have the highest negative reward. This is due to the fact that the unknown terrains rarely

occur in the resulting demonstration maps, and they are never traversed. The difference

between the two models is in the relative difference between rewards. Namely, RABRL,

assigns high negative reward to gravel, U1, and U2 since their uncertainty is above the

determined threshold. Moreover, the relative difference of rewards between road and grass

is higher on the RABRL model.
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To evaluate autonomous navigation performance, the refined model is ran online, per-

forming semantic segmentation on images output by the simulated robot’s camera in the

3D graphics engine. The autonomous system’s terrain projection module takes the semantic

images as input, and outputs a set of occupancy grids for each of the perception model’s

terrain labels by projecting pixels to the ground plane. Then the learned reward weights

are used to assign costs to occupancy grids. The robot then performs autonomous waypoint

navigation using a search based planner which finds the least cost path to a goal using the

produced cost map.

Figure 4.14: Birds eye view of the test scenario for autonomous operation in an
unstructured environment containing 3 terrains, grass (green), gravel (brown), and
road (gray). Green hexagon: start. Red circle: end.

Each model is tested on its ability to autonomously navigate the mission in Fig 4.14,

where the start location is represented by a green hexagon, and the goal location represented

by a red circle. Each model attempts the mission 3 times. To quantitatively measure

performance, we compare the trajectories obtained from autonomous traversal to an expert

trajectory teleoperated by a human and considered to be optimal. The distance between the

optimal trajectory and the autonomous trajectory is captured using the modified Hausdorff

Distance [22], namely:

h(A,B) =
1

|A|

X

ai2A

min
bj2B

(d(ai, bj)) (4.13)
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Where A represents the expert trajectory, B represents the autonomous trajectory, and d

represents the distance between two (x, y) coordinates a and b. A lower score in this metric

is better, meaning that there is less distance between the optimal teleoperated trajectory

and the autonomous trajectory.

Table 4.18: Modified Hausdorff Distance for each reward model

Model Modified Hausdorff Distance

Mean Median Best Worst

(i) MaxEnt 7.401 7.785 3.975 10.459

(ii) RABRL 5.363 5.313 4.412 6.363

Figure 4.15: Birds eye view showing best case autonomous traversal performance.



89

Figure 4.16: Birds eye view showing median case autonomous traversal perfor-
mance.

Figure 4.17: Birds eye view showing worst case autonomous traversal performance.
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Comparing the two models, the risk averse bayesian reward learning (RABRL) model

achieves a lower mean, median, and worst case modified Hausdorff Distance. The maximum

entropy model achieves the lowest distance for the best autonomous trajectory compared

to RABRL. Although quantitatively it seems that the weights of the RABRL model are

more representative of the underlying environment’s true reward when compared to the

maximum entropy model as denoted by it’s lower Hausdorff Distance, this is not the case

qualitatively when considering the overall mission goals. When looking at the accompanying

figures (Figure 4.15, Figure 4.16, and Figure 4.17), we can see that both models accurately

follow the demonstrators preferences over terrain. That is, they stay on the road while

avoiding the grass and gravel. Most importantly, both models are able to autonomously

navigate the unstructured environment with low distances, backing up this dissertation’s

claim that an unsupervised segmentation model’s labels can be used as reward basis for

inverse reinforcement learning.

To conclude, supporting experimental results in this section show that one can achieve

autonomous waypoint navigation which follows a demonstrators preferences using only un-

supervised data. Using an unsupervised perception model as the reward basis for inverse

reinforcement learning has large real-world impact. On the contrary, supervised perception

models require labeled data representative of the operational environment. Besides cost and

time, if the labeled data fails to capture all aspects of the underlying environment it will

not be able to perform desired mission behavior. Using unsupervised data, engineers can

quickly collect a sequence of images, train an initial perception model, refine it, and use it

as a perception system. This enables one to drop a robot anywhere, and quickly train it to

understand the current operational environment.
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4.8 Conclusion

In contrast to dense pixel-wise semantic labeling, this chapter presents a methodology to

incorporate human demonstrations as weak supervisory signals to an unsupervised semantic

segmentation algorithm. First, the algorithm learns a set of abstract label representations

across an unlabeled video stream resulting in an over-segmented set of labels. Second, a

human teleoperates the robot to provide a small dataset of navigation demonstrations that

traverse each high-level semantic concept present in the environment. Finally, the traversal

evidence from the human demonstrations is used to map the over-segmented unsupervised

abstract labels to a discrete set of high-level semantic labels to create a more unified repre-

sentation that alleviates over-segmentation. Using the resulting unified class representations

as the perception model, a perception subsystem is able to segment a subset of pixels to a

high-level semantic label for every image in future video streams.

Supporting experimental results both in an over-segmentation simulator utilizing a 3D

graphics engine, and on the RUGD dataset show that demonstrations which inform label

merging for an initial over-segmented unsupervised model are able to learn a set of labels

which directly map to every terrain in the scene. Moreover, the refined perception out-

put may be used as the reward basis for inverse reinforcement learning, thereby enabling

autonomous waypoint navigation with terrain preferences in unstructured environments.
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4.9 Appendix- Unsupervised Semantic Scene Labeling

The first stage of our pipeline relies on an unsupervised stream-based segmentation algo-

rithm to learn an initial partitioning of pixels into coherent groups. The output of unsu-

pervised algorithms is often over-segmented, and later stages in our pipeline will refine this

output (discussed in Sec. 4.4) to produce a perception model that provides high-level seman-

tic segmentation output similar to supervised models but without ground truth pixel wise

annotations for learning.

Although any unsupervised segmentation algorithm could be inserted into the first stage

of our pipeline, we use the Unsupervised Semantic Scene Labeling (USSL) [80] algorithm

with modifications to use pre-trained deep neural networks for feature extraction. USSL is

selected for its ability to identify true class boundaries and looser segmentation requirements

which result in an over-segmented image. As seen in Fig. 4.3, learned segment labels from

USSL are not required to form a connected component of pixels, USSL has the ability to

learn a single segment that is composed of pixels from disconnected regions in an image. This

is beneficial in autonomous navigation, as the same terrain may be separated from another,

such as a road with grass on both sides. A overview of the USSL algorithm follows.

USSL is an ensemble-based approach that leverages agglomerative (bottom-up) clustering

to automatically learn the number of unique representative concepts within a data stream.

The algorithm reduces noise introduced in unsupervised learning caused by the lack of explicit

guidance on what to learn while discovering novel classes throughout time in the data stream

without a-priori knowledge on the ground truth set of output class labels. If USSL is trained

entirely online, initial global models are noisy at first, but become stable as more windows

are processed. Conversely, if USSL is trained offline, it can learn a base set of output labels,

and then when operating online, it can either continue to learn new output classes, or stay

with the base set.
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USSL classifies pixels in a bottom up manner using two main concepts, local and global

label models. A local label model segments an image based on color similarity to previous

frames in a window of images by agglomeratively clustering superpixels [2] to obtain a set

of parent segments describing an image. Global label models encode the relationship among

multiple local model parent segments across overlapping windows throughout time, produc-

ing a set of final output labels which are used to perform semantic segmentation. Next,

we describe the main USSL components, including feature extraction, local labeling where

superpixel groupings are discovered via agglomerative clustering, and global labeling, where

local model clusters are composed into an ensemble.

Feature Extraction

USSL receives as input a stream of images D = {I1, I2, ..., In}. Each Ii is first processed into

K superpixels using SLIC [2], then feature extraction is performed for each SLIC segment.

USSL was originally tested [80] using generic low-level features, including histogram of ori-

ented gradients [18], local binary patterns [60], and scale invariant feature transforms [50].

Rather than use generic low-level features, we extend USSL to leverage modern deep learning

feature extraction approaches. Specifically, we evaluate the use of two deep convolutional

neural networks for feature extraction, MobileNetV2 [69], and EfficientNet [73]. Both models

where trained on the ImageNet dataset [19]. These specific architectures where chosen due

to their focus on runtime efficiency as they will be residing on a simulated robotic platform

with limited computational resources. For a given model, a feature vector for each super-

pixel, �(ki), of dimension 1280 is extracted using the penultimate (second to last) layer of

the model architecture.
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Local Labeling

Creation of an ensemble of local models is achieved by running the segmentation task on

overlapping sliding windows. Windows are initialized every p/2 frames such that the first

half of the frames overlap with the window before it, and the second half with the window

after. For our experiments, we set p = 6 because the incoming data-stream is 6 frames per

second. Local labeling within a window is responsible for grouping superpixels into clusters

using proximity and feature similarity information via agglomerative clustering. The set of

learned clusters within a window comprises a set of local models M = {m1,m2, ...,mn},

where each mi is the feature representation of an abstract output label. Local models are

encoded as a single region adjacency graph (RAG) [63], RAG = (V,E),such that each vertex

vi represents local model mi and an edge ej is created for each surrounding neighbor model.

During clustering, similarity between any two superpixels, ki and kj is computed as:

s(ki, kj) =
1

1 +

r
[�(ki)� �(kj)]2

(4.14)

yielding a numerical value in the range [0, 1]. Eq. (4.14) is evaluated for all pairwise combina-

tions of feature vectors to obtain the similarity matrix S such that the (i, j) index represents

the superpixel similarity score between superpixel Ki an Kj. Since both superpixels K and

local models M are groups of pixels, they can be used interchangeably as arguments to this

equation and the ones that follow. The nearest neighbor for each superpixel Ki is then

calculated yielding Smax.

Smax = argmax
kj2K

s(ki, kj) (4.15)

For each frame in the window, USSL automatically learns the merging threshold for

halting agglomerative clustering in the RAG, thereby updating the set of local models. In
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order to determine which superpixels are merged, a Gaussian history distribution h of feature

similarities throughout the lifetime of the window. Each nearest neighbor local model and

superpixel serve as samples to this distribution:

H = [s(kmax,mmax) | 8 (kmax,mmax) 2 Smax] (4.16)

The agglomerative clustering threshold is calculated as:

� =

8
>><

>>:

�1, if s(mi,mj) < µh

1, otherwise
(4.17)

Where µh represents the mean of the history distribution. Local models are then iteratively

merged within M. At each step, the next model to be merged is determined by:

l
⇤ = max

mi2M
� ⇤ s(mi,mj) (4.18)

This process continues until l⇤ becomes negative. The steps defined by Eqs. (4.14) - (4.18)

repeat for each frame in the window- updating the set of local models for each incoming

frame throughout the lifetime of the window.

Global Labeling

After all frames from a sliding window have been processed, the global labeling of USSL uses

the evidence across the current local model ensemble to generate a global set of abstract

output labels for the entire stream, M̂ = {m̂1, m̂2, ..., m̂n}. Each m̂i from the most recent

window is added to the global labeling graph, G = (V,E). Each vertex, vi 2 G, represents

a local label model indexed by window and label vi(wk, m̂j). An edge ek 2 G encodes that

two local models from overlapping windows have at least one pixel in common. The edge
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weight (↵ek) represents the number of shared pixels between the two models. The underlying

assumption is that if two local models from separate sliding windows share enough pixels in

common, the underlying semantic concept learned across the two are the same. Ultimately,

the set of connected components in G will define the final global models, M̂ , but edges

with low evidence of similarity are first pruned to eliminate noise introduced in the local

unsupervised model. The evidence score for vertex vi is calculated as:

✏vi(vi(wk, m̂j)) =
↵e(wk,m̂j)P|E|
ek=1 ↵ek

(4.19)

Where | · | denotes set cardinality If ✏(vi(wk, m̂j)) < � the edge is pruned. Each resulting

group of connected components represents a single global label.



Chapter 5 Conclusion

5.1 Overview of contributions

This dissertation provides three main contributions:

1. Contribution 1 - Risk Averse Bayesian Reward Learning for Autonomous Navigation

from Human Demonstration

2. Contribution 2 - Refining Unsupervised Semantic Segmentation Labels with Human

Demonstrations

3. Contribution 3 - Unsupervised Reward Basis for Inverse Reinforcement Learning

from Human Demonstrations

The claims of each contribution are verified with supplementary experimental results in their

associated chapters. The breif summary of each contribution follows.

97
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Contribution 1: In the first contribution, the method outlined in Chap. 3 is used to

learn a reward model for a robot operating in an unstructured environment. The train-

ing environment contained 2 terrains, while the testing environment contained 3 terrains.

The additional terrain in the testing environment is considered dangerous due to mission

constraints. The resulting reward function leads to paths which match the demonstrator’s

terrain preferences while completely avoiding the third dangerous terrain. This is enabled by

the use of a Bayesian posterior which quantifies uncertainty over the reward basis. This con-

tribution provides evidence that uncertainty quantification facilitates autonomous systems

to operate safely in environments beyond where they were trained.

Contribution 2: In the second contribution, the method outlined in Chap. 4 is used to

refine an initial over-segmented, non-semantic feature representation to a smaller, semantic

feature representation from human demonstrations. Supporting experimental results verify

that there are three forms of perception refinement which are provided with the use of human

demonstrations; (i) capability to identify and discard poor labels, (ii) capability to merge

over-segmented labels together representing the same semantic concept, and (iii) capability

to map unsupervised labels to semantic concepts, specifically terrain.

Contribution 3: In the final contribution, the methods from Chap. 3 and Chap. 4 are

combined to enable autonomous waypoint navigation using only a sequence of unsupervised

images and a limited set of human demonstrations. Experimental results verify the ability

to learn control behaviors such as demonstrating a preference over terrains with the refined

reward basis.
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5.2 Future Work

While initial work [25] demonstrated the ability to follow terrain preferences from human

demonstrations while avoiding the dangerous terrain, subsequent work [24] demonstrated the

ability to utilize human demonstrations as a weakly supervised signal to refine unsupervised

perception models and use this model as a reward basis for inverse reinforcement learning, a

number of possible future contributions remain. Subsequent subsections outline future work

that may be completed upon each major body of work presented in this dissertation, and

other related lines of work in the field of autonomous system safety.

5.2.1 Risk Averse Bayesian Reward Learning from Human Demonstrations [25]

The primary appeal of Bayesian reward learning is that the resulting posterior can be used

to quantitatively measure uncertainty. The original work subscribed to the risk averse view,

where the model automatically penalized features with high uncertainty. However, in real

world robotics scenarios this is not always the case, uncertainty may not always mean risky

behavior. Suppose that instead of the unknown terrain being something dangerous such as

mud or ice, the unknown terrain was actually beneficial, such as perfectly smooth racetrack

quality asphalt. An alternative view of uncertainty is that the model is quantitatively de-

scribing to system designers what it knows, and what it doesn’t know. With this lens, an

active scenario may be considered, where the model identifies areas of high uncertainty to

construct queries for system designers. The query would arise a simple yes, no question, "Is

this feature desirable?", and the answer is used to update the posterior’s prior over beliefs.

While active inverse reinforcement learning over a Bayesian posterior has been considered

in other works [47, 47], they both focus on particular states, rather than the features that

describe states.

Moreover, risk averse Bayesian reward learning involved either directly computing the
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posterior over a small discrete set of reward functions, or estimating it using Markov chain

Monte Carlo (MCMC) methods. Although MCMC methods do enable one to consider a

larger, continuous reward space, training time is still limited by the size of the MDP, the

number of features considered, and the number of demonstrations provided. At each reward

function evaluation, the solution to a Markov decision process must be exactly computed

to obtain the expected state visitation frequency over environmental features. Prior work

in inverse reinforcement learning [28] enables the state visitation frequency to be estimated

rather than exactly computed. The application of such a technique can be used to decrease

training time. If training time can be decreased enough, one could train reward models in

real time, as the robot is operating. Assuming the appropriate feature detectors exist for

the desired behavior, real time training would enable an operator to drop a robot in a new

environment, drive it around for a few minutes, and then be able to autonomously navigate

that environment within a short period of time.

Furthermore risk averse Bayesian reward learning requires feature indicator(s) for ter-

rain(s) whose reward weight(s) are unknown. Suppose a robot learns a reward function in

an environment where only one unknown terrain is considered, if it later operates in an

area where two unknown terrains are present, it will ignore it completely as it is not part

of the underlying state representation considered for reward learning. Rather than seek to

explicitly have feature detectors for all terrain features, one could feed in preprocessed sensor

data as input to a deep neural network which outputs cost maps directly. Since deep neural

networks are non linear, this also enables one to consider non-linear reward models. This has

been done in traditional Maximum entropy inverse reinforcement learning settings [85] but

much less has been done in the Bayesian setting [35]. However nonlinear, deep models often

require a large number of demonstrations, so the ability to learn non-linear models from a

small amount of demonstrations is a key area of interest.
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Although this work explicitly considers the Maximum Entropy robot model [96], other

robot models such as the ones outlined in [37] could be substituted for Eq. (3.9). In the

maximum entropy model, all demonstrations are considered to be optimal, but that is not

always the case in real world scenarios. For example, one may have an exact ranking over

many trajectories, or may have certain groups of trajectories that are more desirable than

others. Therefore exploring the autonomous performance obtained by learning on various

demonstrations of trajectories is also a future research question to be answered. Are certain

models capable of learning more accurate reward model’s with less demonstrations? Which

types of demonstrations are the easiest to collect without combing through the data?

Lastly, although this dissertation showed the methodology was able to learn accurate re-

wards if assumptions about being risk averse are correct, can we provide provable guarantees

on the learned reward model? One path towards providing provable bounds could calculate

credible intervals about measures of central tendency about each marginal reward weight.

A different path may consider the use of side information in the form of temporal logic

constraints provided as side information to the learning agent, such as in recent work [20].

However while this work explicitly provided provable empirical verification measures during

learning, further work is required to make sure verification measures are upheld during model

deployment.

5.2.2 Unsupervised Perception Model Refinement [24]

While the refinement methodology proposed in Chapter 4 does produce refined representa-

tions that aid autonomous traversal, some limitations remain. First, if the initial label set M

is an overall poor representation with many noisy labels, the refined label set will not be any

better. At best, all noisy labels can be identified and discarded, but if all labels are noisy,

the resulting refined representation will result in all labels being discarded. Such behavior

may occur from poor feature extraction techniques, poor learned representations, and data
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complexity (highly dimensional, complex scenes, lighting and occlusion). This behavior was

seen in Section 4.6. As such, future work seeks to replace the feature detectors used in Sec-

tion 4.6 with off the shelf deep learning feature detectors trained on unstructured datasets

such as RUGD [80].

Furthermore, while the refinement methodology is able to identify labels with high intra-

class similarity to be identified and merged together, but those with high interclass similarity

are only discarded. If a label has high interclass similarity, it may be more appropriate to

"break the label up" into several labels. The proposed approach is to discard noisy la-

bels, when perhaps they should be introspected more deeply. This limitation predominately

comes from the focus on alleviating over-segmentation, and as such the methodology may

be expanded to alleviate under-segmentation beyond discarding.

Moreover, since the weak supervisory signal obtained from human demonstrations di-

rectly maps labels to semantic classes, the resulting set of semantic segmentation images

obtained by the refined model may be used to automatically label unsupervised data. As

mentioned previously, ground truth data labeling is normally a time-consuming and expen-

sive process. However, a framework based on the proposed methodology for refinement can

be created for automatic data labeling of raw images. Subsequent labeled data could be used

to train perception algorithms which only work with supervised data. This does have one

caveat, in real world scenarios, resulting labeled data likely will not match the ground truth

exactly. The level of accuracy of resulting labeled data is dependent on the initial algorithm

performing unsupervised semantic segmentation. Therefore, further prepossessing steps will

likely be required.

Lastly, although this work was able to incorporate human teleoperated demonstrations,

future work seeks to incorporate secondary sources of supervisory information in order to



103
develop more accurate feature representations with sources such as human intervention and

active human evaluation.

5.2.3 Autonomous Systems Safety and Formal Verification

While the research outlined in this dissertation focus on two main tasks: (i) responding to

previously unseen environmental features, and (ii) finding an accurate perception representa-

tion of the current environment, future work seeks to take a broader approach to autonomous

systems safety. An initial literature survey I conducted in 2022 [23] identified the current

state of the art regarding approaches to autonomous system safety while simultaneously

outlining the gaps in current literature. Broadly speaking, future work seeks to adapt au-

tonomous system behavior learned in one environment to reliably and safely transfer to new

environments, in the context of autonomous navigation in unstructured environments.

Towards this goal, the main research path seeks to bridge the gap between recent ad-

vancements made in formal verification of autonomous systems such as [51] [84] and real

world autonomous systems. Currently, formal verification guarantees are often made in sim-

ulated environments modeling how an autonomous system is expected to act, however such

guarantees fail to hold in the real world. How can we get reliable real world verification

measures of autonomous system performance? Moreover, accompanying assumptions such

as the capability to model exact robot dynamics, having perfect perception or mapping, or

the capability to identify all possible future states a robot may encounter a priori are not

possible in real world scenarios. Can we relax these assumptions while still providing accurate

verification measures?

A second possible research path includes developing realtime runtime monitoring methods

loosely based on [3] for a navigation system. System safety specifications can be provided

in a formal language such as temporal logic which act as constraints during autonomous

operation. If an autonomous system trajectory planner provides a path that violates these
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specifications, the plan may either be sent back to the planner, or altered by the runtime

monitor such that the plan does satisfy the specifications. For example, suppose a planner

choses the shortest path to reach a goal, but the path provided requires the robot to operate at

a high speed at a high pitch/slope grade which may cause the robot to flip due to its physical

constraints. The navigation system, which is aware of such physical constraints, takes the

plan as input and checks if every pose in the suggested plan either violates or satisfies the

constraints. In this system configuration, the runtime monitor is planner agnostic, it takes

plans as input, and verifies safety properties of the plan.
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